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Summary: Designing SI circuits layouts is a demanding task. The process is very time
consuming and there is a high risk of making mistakes. It would be much easier if
there were a CAD tool doing part of the job for ourselves. This is the place where a
possible solution comes in — the AMPLE script language in the 1CStation environ-
ment. AMPLE is a script language that can be used to generate layouts. Apart form
making a layout faster the AMPLE generator enables parametrisation of SI devices
and can also be technology-independent. It provides a way for automating and speed-
ing up the process of designing a layout. This paper presents a DCT layout generator
which takes advantage of the AMPLE language and offers parametrisation that can
make the design process independent from the technology used.

Keywords: AMPLE, layout, discrete cosine transform. current mirror, analog circuit

1. INTRODUCTION

Digital circuits become more and more popular nowadays. There are a lot of CAD
tools that help designers in automating most parts of the design flow. However analog
circuits are still very important and in some situations irreplaceable. They are, for ex-
ample, widely used in image processing and video compression. Unfortunately CAD
support is unsatisfying and insufficient in this matter, therefore the problem with the
automatic generation of an analog layout is currently a very popular topic [1], [2], [3].

Moreover, analog circuits layout generation also requires automation and assis-
tance of software tools which could handle the operations of generating a standard ana-
log cell which would depend on input parameters. For instance, for a current mirror an
input parameter could be the current gain, while the size of the coefficient matrix might
be a parameter for a DCT implementation in the CMOS technology.

Authors of the article took into consideration all those demands for CAD tools and
proposed the following solution - automated generation of a DCT layout using the
AMPLE script language - described in the following chapters. The proposed method
shows how to reduce total time of designing analog circuits layouts, also the way of
parametrising the designing process and shows how to prevent making mistakes.
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As we can see, the matrix of coefficients (4) only depends on the size of the 2-D
Discrete Cosine Transformation. Therefore, it is possible to parametrise the algorithm
for designing a circuit which could calculate the DCT. This article proposes the idea of
a DCT layout generator based on an AMPLE script. The next part briefly describes the
AMPLE language.

3. WHAT IS AMPLE?

AMPLE is an abbreviation for Advanced Multi-Purpose LanguagE which is a
standard used in the Mentor Graphics Common User Interface [7], [8] common to all
Falcon Framework-based applications. End-users can use AMPLE to modify and extend
Falcon Framework-based software functionality by evaluating expressions, creating and
assigning variables, defining and executing new functions and directly executing built-
in functions. AMPLE supports the C library and module dynamic linking to the existing
in-house, as well as third-party solutions bound to the Falcon Framework. Moreover, it
supports popular statements like, for instance: iterations, multi-conditional branching,
loops, loop's interrupts and terminations.

AMPLE and the Common User Interface contain constructors for defining custom
menus, prompt bars, forms, function keys and strokes, as well as user's custom functions
and commands. Implemented scripts can be included as an integral part of the general
design flow for automating the design of SI circuits. Due to these reasons AMPLE is
perfect for our layout customisation.

4. DCT LAYOUT GENERATOR

The idea of writing a layout generator is to design a schematic, create a layout using
Schematic Driven Layout (SDL) and finally to analyse this layout in order to create a gen-
erator which could take input parameters. All these steps are covered in the sections below.

4.1. SCHEMATIC

Current is the signal that drives information in the SI technology {5]. Therefore,
multiplication operations (scaling signals) from (1) can be realised using current mirros.
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5. SUMMARY

It becomes more and more often required to propose and improve methods for the
automation of the analog circuits layout design process. The AMPLE script language is
a perfect solution in case of a need to have custom layout generators, especially involv-
ing circuits that are often used as subcircuits in larger devices. We then only need to set
input parameters, run the script and the layout is ready. Many hours of designing a lay-
out are saved for other purposes. In addition, it is possible to make a generator inde-
pendent from the technology used. I[n other words, all of the repeatable and time con-
suming tasks connected with layout generation can be automated using AMPLE scripts.
In our work we have shown how to quickly design a layout of an analog circuit with the
possibility of parametrisation, using the DCT circuit as an example.
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Table 1. The number of subscribers in the particular communities in Bydgoszcz code area

No. Community Subscribers | No. Community Subscribers
1 | Bydgoszcz 5000 30 | Bukowiec 100
2 | Barcin 350 31 | Cekeyn 250
3 | Brusy 500{ 32 | Dagbrowa 150
4 | Chojnice 1500 | 33 | Dabrowa Biskupia 150
5 | Czersk 750 | 34 | Dabrowa Chetminska 100
6 | Gniewkowo 350 35 | Dobrez 150
7 | Inowroctaw 2500{ 36 | Dragacz 100
8 | Janowiec Wielkopolski 250| 37 | Drzycim 100
9 | Janikowo 300| 38 | Gasawa 150
10 | Kamien Krajenski 250| 39 | Gostycyn 200
11 | Kcynia 400| 40 |{Jeziora Wielkie 150
12 | Koronowo 400| 41 | Jezewo 100
13 | Kruszwica 350 42 | Kgsowo 100
14 | Labiszyn 250( 43 | Lniano 100
15 | Mogilno 750 44 | Lubiewo 200
16 | Mrocza 200 | 45 | Nowa Wies Wielka 150
17 | Nakto nad Notecia 750 | 46 | Osie 100
18 | Nowe 200 47 | Osielsko 150
19 | Pakos¢ 250 | 48 | Pruszcz 100
20 | Sepolno Krajenskie 750 | 49 | Rogowo 250
21 | Solec Kujawski 750 | 50 | Rojewo 150
22 | Strzelno 300 51 | Sadki 150
23 | Szubin 300 52 | Sicienko 150
24 | Swiecie 750 53 | Sosno 150
25 | Trzemeszno 350 | 54 | Sliwice 100
26 | Tuchola 1250 | 55 | Swiekatowo 150
27 | Wigcbork 300| 56 | Warlubie 150
28 | Znin 750 | 57 | Ziotniki Kujawskie 150

29 | Biale Btota 200
Sum 25000

PROJECT SOLUTION

2. NUMBER OF ROUTERS

The number of routers to some extent is related to the number of subscribers
served by a single Call Manager (cluster). Call Manager is installed on the server
connected to a router. Single Call Manager can handle up to 7500 subscribers, while the
cluster to 30000 subscribers [5]. Assumption: number of routers equal to #.
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Table 2. The allocation of communities to individual areas of the network

No. Area/Community Users No. Area/Community Users
Bydgoszcz Area 22 | Sliwice 100
1 | Bydgoszcez 5000 | 23 | Swiekatowo 150
Chojnice Area 24 | Warlubie 150
1 | Brusy 500 Znin Area
2 | Chojnice 1500 1 | Barcin 350
3 | Czersk 750 | 2 | Gniewkowo 350
4 | Kamien Krajenski 250| 3 | Janowiec Wlkp 250
5 | Tuchola 1250 | 4 | Kcynia 400
6 | Sepolno Krajenskie 750 | 5 | Labiszyn 250
Koronowo Area 6 | Pakos¢ 250
I | Koronowo 400| 7 | Solec Kujawski 750
2 | Mrocza 200 8 | Szubin 300
3 | Nakto n Notecia 750 9 |Znin 750
4 | Nowe 200| 10 | Biate Btota 200
5 | Swiecie 750 | 11 | Gasawa 150
6 | Wigcbork 300 | 12 | Nowa Wies Wiclka 150
7 | Bukowiec 100 | 13 | Rogowo 250
8 | Cekeyn 250 | 14 | Rojewo 150
9 | Dabrowa Chetminska 100 | 15 | Sadki 150
10 | Dobrez 150| 16 | Sicienko 150
11 | Dragacz 100 17 | Ztotniki Kujawskie 150
12 | Drzycim 100 Inowroclaw Area
13 | Gostycyn 2004 1 | Inowroctaw 2500
14 | Jezewo 100| 2 | Janikowo 300
15 | Kgsowo 100 | 3 | Kruszwica 350
16 | Lniano 100| 4 | Mogilno 750
17 | Lubiewo 200 5 | Strzelno 300
18 | Osie 100| 6 | Trzemeszno 350
19 | Osielsko 150 7 | Dabrowa 150
20 | Pruszcz 100| 8 | Dabrowa Biskupia 150
21 | Sosno 150 9 | Jeziora Wielkie 150

3. STRUCTURE OF TRAFFIC

3.1. STRUCTURE OF PHONE TRAFFIC

Assumption:

L - number of subscribers of the proposed network; L(PT Co.) — number of subscribers
of the PT Co. network, L, — number of subscribers in area i (associated with router i),
b —band for VolIP (In this paper it was assumed 32 kbit/s);

Points of connection:
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3.2. STRUCTURE OF INTERNET TRAFFIC

Assumptions:

L,— number of subscribers in area i (associated with router i), P — number of subscribers
(percentage) applying for access to Internet, where: x% of the bandwidth 512 kbit/s,
y% of the bandwidth 1024 kbit/s and z% of the bandwidth 2048 kbit/s. The required
bandwidth for incoming traffic: 256 kbit/s. Point of connection: MAN Bydgoszcz.

A) B)

Router Bydgoszcz Router Bydgoszcz

Router Choynic Router Choynid

Router Koronowo Bydgoszcz Bydgoszcz

Router Inowrp@aw Router Inowgatcltaw

Fig. 4. The structure of Internet traffic (kbit/s): a) incoming; b) outgoing

The required size of bandwidth for the traffic 7,y () coming form the MAN
Bydgoszcz to the router i for subscribers with bandwidth 512 kbit/s, 1024 kbit/s and
2048 kbit/s can be defined as follows:

Thian (312)=L, Px k512
Topaw, (1024)= L, P v k1024 )
Ty, (2048) = L, Pz k 2048

where:
k is the coefficient of concentration (equal to 12:1).

The total amount of bandwidth for traffic coming from the MAN Bydgoszcz to the
router / can be defined as:

Togan, =L, Ph(x512+ y1024+ 22048) 2)

Assuming that the required bandwidth per subscriber for outgoing traffic

(regardless of the size of bandwidth for incoming traffic) is 256 kbit/s, the total amount
of bandwidth for outgoing traffic can be defined as:
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the various protocols. In this project it was assumed that the data sent through the Internet
links are served by Transmission Control Protocol (TCP), Internet Protocol (IP) and
Ethernet protocol, while voice data (VolP) are served by Real-time Transport Protocol
(RTP), User Datagram Protocol (UDP), IP and Ethernet protocol [1]. Assuming that the
length of sent/received data through the application layer (from the point of view of TCP/IP
model) to/from the Internet is at an average of 1000 bytes and taking into account that the
overheads brought by the individual protocols, the total percentage of the overheads
brought by those protocols can be specified. The overhead brought by the TCP protocol
(TCP header length) is 20 bytes, the IP overhead is 20 bytes and the overhead resulting
from the structure of an Ethernet frame is 30 bytes [3]. Thus, the relative percentage of
overhead for the data sent to (received from) the Internet can be described as follows:

Overhead,, =(1000+20+20+30)*100%/1000=107% (%)

In a similar way, there can be defined the total overhead for VolP data, assuming
that the length of the data after encoding is about 40 bytes [1]. RTP overhead is 12 bytes
and UDP overhead (the protocol does not use confirmation during transmission) is 8
bytes and overhead Ethernet protocol is 30 bytes in relation to transmitted data (IP
packets from the network layer) [3]. The percentage of the total overhead for the VolP
can be defined as before:

Overhead ;= (40+ 12+ 8+ 20+ 30)* 100%/ 40 = 275% (6)

The bandwidth in Table 5 should be adjusted after determining the size of overhead
brought by the individual protocols of TCP/IP model for VoIP and Internet connections.
Table 5 elements determining the required bandwidth for  VoIP

(T,,.i,j=12..nA.B.C.i=j) will be increased by 175%, while the elements that

determine the bandwidth of links allowing access to Internet (7, .7, ,i=MAN, j=12....n)
will be increased by 7%. Table 6 shows the required bandwidth taking into account the
overhead brought by the individual protocols.

Table 6. The required bandwidth taking into account the overhead brought by the individual
protocols in proposed network (kbit/s)

Router/ |Bydgoszcz| Chojnice | Koronowo | Znin [Inowroct.| A: | B:LE C:LE MAN
Router (i=1) (i=2) (i=3) |(=4)| (i=5) |LDE |Chojnice| Inowroct.
By(?i"??fz X 1843 | 1843 | 1843 | 1843 |8800| 27657 | 27657 | 57067
Cg"inz';e 1843 X 1843 | 1843 | 1843 |8800| 27657 | 27657 | 57067
K‘g‘{f‘g;“’ 1843 | 1843 X 1843 | 1843 |8800| 27657 | 27657 | 57067
(izfz) 1843 | 1843 1843 X | 1843 |8800| 27657 | 27657 | 57067
l“g‘fg;*' 1843 | 1843 1843 | 1843 | X |8800| 27657 | 27657 | 57067
A:LDE | 8800 | 8800 | 8800 | 8800 | 8800 | X | X X X
BLE 99657 | 27657 | 27657 |27657| 27657 | X | X X X
Chojnice
CLE 97657 | 27057 | 27657 |27657| 27657 | X | X X X
Inowroct.
MAN | 171200 | 171200 | 171200 |171200| 171200 | X | X X X
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Figure 5 shows the logical structure of the network, taking into account also the
links at the points of connection of the proposed network with the network of PT Co.
and MAN Bydgoszcz. It should be noted, however, that the network of PT Co. is a
circuit switched network, while the proposed network is based on packet switching,

hence, there is a need to use gateways at inter-network points of connection (e.g. on the
side of PT Co. network).

A LDE Bydgoszcz

B. LE Chojnice

C LE Inowroctaw

Point of connection
to MAN Bydgoszcz

Legend

- Link
-LDE, LE

- Router

- Poin of connection
to MAN Bydgoszcz

Fig. 5. The logical structure of proposed network
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5. PHYSICAL STRUCTURE

Physical structure of the proposed network will be implemented basing on the bi-
directional double fiber ring. After determining a bandwidth for each link, the number
of virtual containers VC-12, needed to implement these links, should be estimated. For
this purpose, the manual of SDH multiplexer TM-160 [2] was used. From this
description it follows that the mapping of Ethernet frame 2.16 Mbps can be used in each
virtual container VC-12. This means that 50 containers VC-12 (exactly 47 in case of
company mapping) is sufficient for transmitting signal (Ethernet frames) of 100 Mbps
bandwidth. Thus, the bandwidth determined in Table 6 can be expressed by the required
number of containers VC-12.

Table 7. The required size of bandwidth expressed by the number of containers VC-12

Router/ |Bydgoszcz [ Chojnice| Koronowo | Znin [Inowroct.| A: | B:LE C: LE MAN
Router (1=1) (i=2) (1=3) |(i=4)] (1=5) |LDE|Chojnice| Inowroct.
By(?g:"sljcz X I I 1 i s | 14 14 29
Chojnice
iva) 1 X I | 1 5 14 14 29
Koronowo I 1 X 1 1 5 14 14 29
(i=3)
Znin
i) i I 1 X 1 5 14 14 29
Inowroct. I | 1 I X 5 14 14 29
(i=35
A: LDE 5 5 5 5 5 X X X X
B:LE 14 14 14 14 14 X X X X
Chojnice
C:LE 14 14 14 14 14 X X X X
Inowroct.
MAN 86 86 86 86 86 X X X X

Table 7 shows the required number of containers VC-12 between routers and at
inter-network connection points. The dimensioning of the ring can be carried out only
now. This ring, as already mentioned bidirectional double fiber, should implement the
link between routers (to serve network traffic) as well as links at the points of
connection of networks: i.e. links between routers in the proposed network and
exchanges in the PT Co. network (exchanges A, B and C) and links between routers and
MAN Bydgoszcz. Dimensioning of the ring can be carried out in one of three ways. The
first way consists in summing all the needs expressed by the specified number of
containers VC-12 between individual pairs of nodes. Since half of the demand (or
almost half in the case of odd number of containers VC-12) between a given pair of
nodes is performed on one part of the ring, while the second half is performed on
complementary part, hence the aggregate number of containers will be the number of
containers required for the implementation of a working and backup band (more
precisely upper constraint of the band) in the event of failure of the ring. Thus, in the
considered example, the aggregate number of routes can be designated as:
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For the analyzed example, the total number of containers VC-12, determined on
the basis of the formula 7, is: 10+165+430 = 605 VC-12. Therefore, to implement the
required bandwidth, the STM-16 transmission system should be used. STM-16
implements 1008 VC-12 containers. (The next two ways of dimensioning is left for
students). Figure 6 shows the physical structure of the proposed network.

6. CONCLUSIONS

As mentioned before, the purpose of this paper is to acquaint students with the
engineering approach to designing a network over IP platform. The project includes
only a backbone layer of the network and omits the access layer. The output data
include two classes of services: VolP and access to the Internet. It should be noted that
these services have very different impact on the structure of traffic of the proposed
network. VolP service generates the general structure of traffic that requires a
bandwidth between each pair of nodes (routers). However, access to the Internet
generates traffic structure of collective node, which requires a bandwidth between each
network node and the point of connection to MAN Bydgoszcz. The superposition of
these structures defines the logical structure of the network. The physical layer was
implemented based on SDH. For the considered variant (which was adopted at the
beginning of this paper) SDH ring works as bi-directional double fiber ring with a
bandwidth of STM-16 (2488.32 Mbit/s) and meets the requirements concerning the
bandwidth. Overhead of individual protocols of TCP/IP model was also taken into
account.

Further work, related to the design of the networks will focus on analyzing
additional real-time services and greater bandwidth in the access network (to the
Internet). In addition, the physical structure of the network will be analyzed taking into
account the different technologies: 1P/ WDM (DWDM) and Ethernet.
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MODIFIED SLIDING WIENER-KHINTCHIN TRANSFORM
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Summary: The article presents the new approach to increase a speed of Sliding
Discrete Wiener-Khintchin Transform (SDW-KT) algorithm on the basis of recurrent
correlation analysis (CA) algorithm using. In this case it is not necessary to calculate
the whole correlation function by each analyzing window position. There is taken note
of analyzing window parameters selecting for sliding DW-KT, FFT, and Sliding
Periodogram too. Worked out approach predominance over SFFT and Periodogram is
demonstrated on examples of short noisy signal recognition.

Keywords: Time-trequency analysis. Wiener-Khintchin transform, Correlation analysis

1. INTRODUCTION

Random signal analysis in the time domain not always allows to obtain sufficient
information about a studied signal. Therefore that analysis is complemented by
researches in the frequency domain. In this context Discrete Fourier Transform (DFT) is
a basic tool. Its algorithm is as follows [2]:

N-1

X(k):%Zx,,exp(fj%nk), for k.n=0. N -1 ()
n=0
where:
X (k) k-th term of a Fourier’s complex spectrum;
1N signal samples, where x, = x(nT,);
T, — sampling period;
N - signal length.

Because of this popular method needs too much operations — about N2 complex
multiplications and N additions -- instead of it the fast algorithms (FFT) are used which
need about Nlog, N those operations that allows to use FFT in real time systems [2], [3].
But an immediate usage of “motionless” DFT (1) and FFT to non-stationary signal
processing is ineffective because of it does not show signal spectrum changes in time. In
opposite to it, the sliding algorithms of DW-KT, Periodogram and FFT have not this
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g'n(k) = ﬁ-l:——lm;l)??m(m)exp(—j 2;“_ lmk), (&)
where:
gxx(k) ~ estimator of k- th term (component) of a spectrum;
1A€Yx(m) - correlation function (CF) estimator at m-th time shift;

PT, — correlation interval, at that P <N, where m=—(P-1). P~ .

In turn, estimator of ,,motionless™ CF is defined as follows:

- unbiased estimator

| N-m-1 .
A - Z Xn - Xpem m20
Rec(my=q N —m =0 (6)
N *
Ryx (—m) m<0
- biased estimator
N—m-1
1 o
A - Xn - Xnym mz0
Roc(m)=| N & Q)
N *
R,\',\' (*m) m< 0
where:
Xn =X, ¥ - centered value;
IR
x TTZX” - mean value;
! n=0
n * .
R — complex conjugated CF.

In many practical applications the Blackman-Tukey method, when the product of
the CF estimator and the suitable smoothing window is used [6], Common downside of
those algorithms is lack of possibility to use them in the time-frequency analysis
immediately. Therefore in this context it is expedient to develop existed methods.

3.1. SLIDING DW-KT DIRECT ALGORITHM

We propose that the algorithm was based on connection of sliding CA and FFT.
In this case analyzing window moves by sample by sample but does not step by window
by window. At that, CF is calculated at each position of window and next a power
spectrum of this part of signal realization is calculated with using of FFT. It allows to
obtain a time-frequency map of an analyzed process. Sliding direct DW-KT algorithm
can be written as
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N, -1
A - A 2
Sexlhr) = D Rulmrep-j="—mk). ®)
" 2N, —1
m=-(N, 1) "
for r=0, N-N, -1, m=—(N, -1} (N, -1)
where:
Sxe(k,r) —  power spectrum estimator of k-th component at r-th position of the

window.

At that, CF estimator can be presented as unbiased estimator (9) or biased one (10).

N, —m-1
l =) o
A - Z Xn+r  Xntr+m m=10
Rux(m.r) =4 Ny —m &= )
N *
Ryy (—-m) m<0
1 Ny —m-1_ R
A —_— Xnvr - Xnerem m20
Rx(m,r)=4 Ny, =0 (10)
Ny
Rxx (—m) m<0

where all meanings are analogous to expression (7).

3.2. WORKED - OUT FAST RECURRENT CORRELATION ANALYSIS
ALGORITHM FOR SDW-KT

We can write down the Sliding CA algorithm for r-th position of the window in
next form:

| Ny=m-1

A o
Rxx(mﬁr) = E Xntr  Xntr+m (] 1)
N, ~m 5
n=

for all positions of window r =0, N - N, —1 and time shifts m- — (N, —1). (N, -1

Here:
N
Rxx(m,r) — CF estimator at r-th position of window
and for (r-1) — th position of the window
N 1 Ny —m-1 R
Rux(m,r=1)= Z Xntr— “Xntr-lem (12)
Nw -m n=0

For obtaining the recurrent algorithm, it is necessary to apply backward
differences to CF by adjacent positions of a window:
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AN A

Vr I/%xx(mqr):Rxx(m‘V)“ R (m,r—1) (13)

Then differential CF is:

N, —m-1 N, —m-1
A 1 ) o l o o
V, Rrx(m,f”) = E Xn+r Xn+r4m |~ E Xaar—1 Xntr—t+m | =
N,-m = N,—-m

T
w n W

1

° ° ° o o
=— Xidr Xt4+ram T XN —l+r—m XN —t+r = Xr—1"Xr-1+m |,
m

° o

where for r <1 it takes place Xp-1"Xr—tam = 0.
Hence the CA recurrent algorithm (for » >1 only):

I A N

Ru(m.ry=Ru(myr—1)+V, Ru(myr)=

A l © © o o o o
= Rux(m,r =)+ l:xlw" Xl4r+m+T XN, ~l4+r—m" XN, —L+r—Xpr-1° xr1+m:| (14)
w

where:

Xr-1-Xr-1+m =0 for r < 1 by the same initial conditions.

Hence SDW-KT on the basis of the recurrent CA algorithm (14) is:

N, -l
A l * A
SYX(kI):Z’\' Z{Rx,\-(m,r—l)+

fw m=—{N, -1)

(15)

1 o o o o ) . 2n
+— Xppl Xremal T XN, r—m=1" XN +r=1 = Xr=1" Xrym—1 jexp(— m
N,—-m 2N, ~1

k)

We can see that it is not necessary to calculate the whole correlation function by
each analyzing window position. There is enough to add only averaged sums of 3
products of suitable samples to the CF at previous position of the window.

4. EXAMPLES OF PROPOSED ALGORITHMS APPLICATION

Worked out algorithms were verified on examples of short noisy signals
recognition. It was realized with using a worked out program and MATLAB where
were assigned aperture N =1024 samples and sampling rate f, =8000 Hz . Compound
analyzed signal consisted of two sine parts and broadband LEFM signal (chirp).
Frequency of the sine signal was 2000 Hz and amplitude was A = 1. Character of the
chirp was as follows:



36 Wtodzimierz Pogribny, Dariusz Surma

X, =x(nT, )= Acos{Zn[zilf n+f1]nr\ +9g (16)

ch

by next parametrs: {x,}, n~257. 384, N,, =128 — the chirp samples number, A7 = £, - £,
— the frequency increase, £ =2000 Hz — initial frequency, f, =4000 Hz - final frequency,

@o — initial phase. The chirp duration (t) was 16 ms, A4=+2 ,and BT =Afty, =32.
A frequency- time characteristic of the signal is shown in Fig. I.
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Fig. 1. Frequency-time characteristic of studying signal

t

This whole signal realization is shown in Fig. 2a and its motionless FFT result — in
Fig. 2b. By that there can be done wrong decision that all signal is monochrome whilst
it concludes the chirp which amplitude is bigger than one of the sine signal.
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ZMODYFIKOWANE SLIZGAJACE PRZETWARZANIE
WIENERA-CHINCZYNA

Streszczenie

W artykule przedstawiono opracowany nowy szybki rekurencyjny algorytm, slizgajacej
dyskretnej analizy korelacyjnej (SDW-KT- Sliding Discrete  Wiener-Khitnchin
Transform), pozwalajacy na istotne zmniejszenie ilosci operacji przy kolejnych
przemieszczeniach okna analizy. co prowadzi do zwigkszenia szybkosci przetwarzania
SDW-KT. Zwrécono takze uwage na dobranie parametrow okien dla $lizgajacych
przetwarzan DW-KT, FFT (Fast Fourier Transform) i PERIODOGRAMU. Przewagi
opracowanych podej$¢ nad SFFT i slizgajacym periodogramem przedstawiono na
przykladach wykrywania krotkotrwatych zaszumionych sygnatow.

Stowa kluczowe: analiza czasowo-czestotliwosciowa, przetwarzanie Wienera-
Chinczyna. analiza korelacyjna
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FPGA-BASED SYSTEM FOR IMAGE PROCESSING
IN HIGH RESOLUTION INFRARED CAMERA
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Summary: In article a digital system for high resolution infrared camera control and im-
age processing is described. The camera is built with use of bolometric focal plane array
of size 640 by 480 detectors. Designed module controls the microbolometer Focal Plane
Array (FPA), performs non-uniformity correction, bad pixel mapping and controls the
process of displaying the thermal image. The system was designed in such a way, that
signal processing algorithms. needed for specific tasks. can be implemented in it without
hardware modifications. It was achieved by the application of a FPGA device and mi-
croprocessor unit, which both can be re-programmed inside the system. This scientific
work is funded as a development project from science funds for years 2009-2011.

Keywords: thermal imaging. signal processing, image processing. FPGA

1. INTRODUCTION

Thermal cameras are more and more often used as observation devices in numer-
ous areas, like security systems, military systems, reconnaissance, detection of chemical
agents and many more. In all of the applications it is very important to obtain the accu-
rate image of observed scenery. Because thermal cameras are quite common, they
should be easy to operate. As a result, the methods for automatic analysis and pro-
cessing of thermal image have to be implemented, which simplify the user interface by
automatic setting of camera parameters. The applied methods should also enhance the
capabilities of a thermal camera in detection and recognition of certain objects and phe-
nomena, making it a more versatile tool than just an observation device. The actual
methods implemented in a given device depend on the specific application and the type
of analyzed data [1], therefore they couldn’t be universal ones or chosen once and for
all. Additionally, often the systems for thermal image processing and analysis must
have compact size and low power requirements.

In high resolution cameras a robust and efficient image processing system is need-
ed. In handheld and mobile systems the power consumption of such processing system
is also a key parameter. Additionally a use of modern infrared image processing module
in various types of cameras and applications should be possible without appreciable
hardware changes. In infrared image processing module used in high resolution camera,
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* FPA temperature measurement,

¢ ambient temperature measurement,

e shutter control,

» controlling of auto-calibration process,

¢ display configuration,

e modification of NUC (NonUniformity Correction) parameters,
e calculation of parameters needed to correct NUC coefficients.

To  realize these tasks the STM32F103  microcontroller  from
STMICROELECTRONICS was chosen. This integrated circuit is a member of 32-bit
ARM cortex family. The architecture of the cortex processor is designed to execute 32-bit
program code with high efficiency. This type of microcontroller from STM has rich
peripherals like 12-bit analog-to-digital converter, 32 timers and communication mod-
ules compatible with standards like SPI, 12C, CAN and UART. What is more, a
STM32F103 microcontroller is rich in general purpose input-output ports and external
memory interface. The external memory interface was used to access peripherals like
memory or FPGA.

The EP2C35F672 device by ALTERA is the chosen FPGA type. This device com-
bines processing efficiency with relatively small power consumption. It has a large
number of I/O ports, 33 216 logic elements (LEs), 483 840 bits of RAM memory, four
PLL circuits for the generation of required signals and 35 embedded hardware multipli-
ers. It should be mentioned that those multipliers make it possible to design functional
blocks in FPGA device capable of high-speed complicated calculations with low usage
of logic elements and relatively small power consumption.

In every video processing system there is vast amount of data that has to be pro-
cessed in a given time period [9, 11]. Those data have to be processed in real time with-
out significant delays. It should be pointed out that because of continuity of image pro-
cessing the introduced delays should be constant, no increase of delays over time is
allowed. This means that parallel image processing has to be used.

In order to obtain useful infrared image from the focal plane array a series of image
processing algorithms has to be used beginning with detectors nonuniformity correction,
bad pixel replacement and ending with image displaying. To realize these image pro-
cessing tasks in real-time, the following modules were implemented in FPGA device:

e FPA read-out,

e NUC correction module [4],
¢ bad pixel mapping module,
e image processing module,

e image display module.

2.1. VIDEOBUS

The VideoBus communication bus was implemented in FPGA for image data
transfer between all functional blocks contained inside FPGA. As a result the execution
order of image processing may be altered without the need to change the functional
blocks. This provides considerable flexibility in the design of thermal image processing
system. The VideoBus is accessible by a separate connector, which allows monitoring
the operation of digital image processing module at every stage of image processing.
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Image display module uses two memories SRAM 1 and SRAM 2. The pixel sig-
nals are stored in one of them (e.g. SRAM 1). In the same time the data to be displayed
are read from the other memory (in this case SRAM 2). When all of the image pixel
data are read from an array, the Memory select signal switches the roles of SRAM 1 and
SRAM 2 memories. Now data to be displayed are read from SRAM 1 and pixel data are
written into SRAM 2.

Other function performed by image display module is overlaying additional infor-
mation onto the output video stream. This superimposed information contains user in-
terface controls and camera status data, for example battery level.

Image display module contains also VGA controller, which sends control signals
to the display.

2.4 NUC CORRECTION MODULE IN FPGA

Microbolometer detector array exhibits certain non-uniformity of response of de-
tectors to the same power of incident IR radiation [2, 5, 6, 8, 12]. Because of this non-
uniformity a fixed pattern noise (FPN) can be observed in the output image, which de-
grades spatial Noise Equivalent Temperature Difference (NETD) of a thermal camera.
Typical non-uniformity level for microbolometer arrays is about 8-10% (std/mean).

There are several methods for non-uniformity correction and most of them rely on
digital processing of array output signal. The correction data, so-called NUC coeffi-
cients are determined during camera calibration against uniform IR sources.

Basic method of NUC correction is TPC (two-point correction) procedure. TPC
algorithm is conducted according to the following formula [8, 14]:

N, =GN, +0,, 9]

where N, is the response of the detector at array coordinates (i,j),G,and O, are the
correction coefficients for gain and offset, respectively, and N,*/ is corrected value of
detector output signal. In case of TPC corrections the coefficients are given by {8, 14]:

L _ Ny - Ny
YN Ty =N (T)) ,
NN, Ty) - NN (7)) @

Y Nl/(TH)iNr/(T/,)

where N,(Ty) and N,(77) represent digital values of detector response for high (7}) and
low (T;) temperature of uniform IR source, MTy) and M(T}) are the mean values of
detector response for the temperatures Ty and T). Image data bus have width of 14-bit
(defined by the resolution of an A/D converter) and NUC correction coefficients are
16-bit [5, 7, 8]. The structure of equation (1) implies that digital circuit for TPC correc-
tion has to perform one multiplication and one addition. In case of fixed point numbers
the resulting coefficients should be re-scaled in order to increase accuracy. The block
diagram of hardware module for TPC correction is shown in Fig. 9









(6]

191

[10]

y

(2]

FPGA-BASED system for image processing... 53

Orzanowski T., Madura H., Powiada E., Pasierbinski J., 2006. Analysis of readout
circuit for a microbolometer focal plane array. Measurement Automation and
Monitoring, no 9, pp. 16-20.

Orzanowski T., Sosnowski T., 2006. Implementation of nonuniformity correction
algorithms of microbolometer focal plane arrays in FPGA device, Measurement
Automation and Monitoring, no 11, pp. 8-11.

Orzanowski T., Madura H., Kastek M., Sosnowski T., 2007. Nonuniformity
correction algorithm for microbolometer infrared focal plane array, Advanced
Infrared Technology and Applications AITA 9, Leon.

Sosnowski T., Orzanowski T., Kastek M., Chmielewski K., 2007. Digital image
processing system for thermal cameras, Advanced Infrared Technology and
Applications AITA 9, Leon.

Sosnowski T., Bieszczad G., 2006. Rozpoznawanie obiektow na podstawie analizy
obrazu termowizyjnego, VII Krajowa Konferencja Termografia i Termometria
w Podczerwieni TTP, Ustron-Jaszowiec, 6 str. (205+210) (in polish).

Wiatr K., 2003. Akceleracja obliczen w systemach wizyjnych, Wydawnictwa
Naukowo-Techniczne, Warszawa (in polish).

Zhou B., Wang Y., Ye Y., Wu X., Ying J., 2005. Realize multi-point method for
real-time correction of nonuniformity of uncooled IRFPA, Proc. SPIE, Vol. 5640,
pp. 368-375.

MODUL DO PRZETWARZANIA OBRAZU
7 MIKROBOLOMETRYCZNEJ KAMERY PODCZERWNIENI
7. ZASTOSOWANIEM UKLADU FPGA

Streszczenie

W artykule opisano uniwersalny cyfrowy system sterowania i przetwarzania dla ka-
mery termowizyjnej z matrycowym detektorem bolometrycznym rejestrujagcym pro-
mieniowanie w zakresie widmowym w przedziale 8+12 um. Najwazniejszym zada-
niem systemu jest odczytanie sygnalow z poszczegélnych detektoréw matrycy oraz
korekeja wartosci wzmocnienia i napigcia przesunigeia charakterystyki czutosci dla
kazdego detektora matrycy. Nastgpnym zadaniem jest przetworzenie analogowych
sygnaldw z matrycy na posta¢ cyfrowa i ich zamiana na obraz termiczny. Dane od-
czytane z matrycy sg przekazywane do nastepnych modutéw kamery termowizyjnej
za pomocg magistrali danych obrazowych. Uktad sterowania odczytem jest ponadto
wyposazony w magistralg sterowania za pomoca, ktorej mozna ustawic¢ parametry ge-
nerowanych sygnatéw dla matrycy mikrobolometrycznej. Parametry, ktore mogg pod-
lega¢ zmianie to liczba obrazow odczytywanych w ciagu sekundy oraz czas catkowa-
nia sygnatu z detektoréw. W kolejnych modutach przetwarzania obrazu dokonywane
sg operacje takie jak np. korekcja niejednorodnosci detektorow matrycy, wykrywanie
i usuwanie wadliwych pikseli, zaawansowane metody poprawy jakosci obrazu. meto-
dy wspomagajace wykrywanie i identyfikacj¢ obiektéw. Dzieki zastosowanej archi-
tektury systemu mozliwa jest adaptacyjna zmiana dziatania systemu bez koniecznosci
stosowania znaczgcych zmian sprzgtowych. Praca naukowa finansowana ze $rodkow
na nauk¢ w latach 2009-2011 jako projekt rozwojowy.

Stowa kluczowe: Termowizja, przetwarzanie obrazu, FPGA






UNIWERSYTET TECHNOLOGICZNO-PRZYRODNICZY
IM. JANA [ JEDRZEJA SNIADECKICH W BYDGOSZCZY
ZESZYTY NAUKOWE NR 256
TELEKOMUNIKACJA I ELEKTRONIKA 13 (2010) 55-66

APPLICATION OF THE KOHONEN NEURAL NETWORK
IN ANALYSIS OF THE MEASUREMENT RESULTS
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Summary: This paper presents a subject of the Polarization Mode Dispersion (PMD).
PMD is characteristic for a single mode optical fiber transmission. Several aspects
have been presented in the paper. such as the interferometric method for measuring
the PMD, as well as the statistical analysis of the measurement results contrasted with
the analysis of the same results by use of the Kohonen neural network (KNN).

Keywords: Polarization Mode Dispersion, interferometric method for measuring the
PMD, statistical analysis, Kohonen neural network

1. INTRODUCTION

Polarization Mode Dispersion (PMD) is characteristic only for a single mode
optical fiber (telecommunication fiber) transmission. It results from the fact that only
one mode, LPy,, is provided in the telecommunication fiber. It is called the fundamental
mode. It is double generated, as it is a combination of two orthogonal modes, which are

in two different polarization states.

One can distinguish two axes: the fast axis which is the vertical axis
responsible for the faster polarization and the slow axis which is the horizontal axis
responsible for the slower polarization of the optical fiber [1]. When the optical fiber is
ideal then both modes are propagated with the same speed. In practice there is no such

case and the PMD phenomenon occurs, which results from the fallowing factors:

intrinsic factors (fiber imperfections): noncircular geometry, asymmetrical
distribution of refraction factor between the fiber core and the cladding, mechanical
stresses and local deformations in the the border between the core and the cladding;

external factors (physical stresses): inflexion, compression, twist, influence of
electric and magnetic field and temperature.
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where: L is the length of optical fiber [km], B is the bitrate [Gbps], PMDy; e is
the PMD factor for a long optical fiber [ps/ w/km].
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Fig. 2. The PMD effect in the optical signal

Currently used single mode optical fibers that have been described in the
Recommendation G.652 [2], should have the PMDi e factor smaller than

0.5 [ps/ Jkm | [1, 2]. Most of the optical fibers, that are currently produced, have the

PMDi\ | e factor less than 0.5 ps/ \/km], sometimes even ten times less. For the bitrate
of 2.5 Gbps, 10 Gbps and 40 Gbps the maximum vaiue of the DGD (47) should be equal
to 40 ps, 10 ps and 2.5 ps respectively. Theoretically, for PMDy1coetr = 0.5 ps/ Jkm|,

the length of the optical fiber is limited to 6400 km for STM-16, to 400 km for STM-64,
and to 25 km for STM-128 [1].

2. EXPERIMENTAL RESULTS AND CHARACTERISTICS OF THE
INTERFEROMETRIC METHOD

A 54 kilometers long optical telecommunication line, composed of two optical
fibers, has been used to perform described measurements. This line is rented from PKP
(Polish Railways) by a Polish company that offers the access the fast Internet and data
transmission. This line has been rebuilt to enable transmission of signals with the bitrate
in-between 30 and 40 Gbps. On this optical way were some different events like:
macrobendings, mechanical weld, electrical welt, connectors. This line has been
verified to be in the accordance with the Instruction T - 01 TP S.A. and
Recommendation ZN — 96 TP S.A. — 002. This means that: attenuation of the line,
attenuation of events and the factor of Chromatic Dispersion (all for two wavelength:
1550 nm and 1625 nm) with OTDR Anritsu model MW9076, was made. The
PMD; | coets factor has been measured using the PMD analyzer offerd by Nexus.
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The measurements of the PMD effect have been performed by interferometric method,
which takes advantage of the function of autocorrelation of the electromagnetic field (the
characteristic of power fluctuation in time). A widthband source of the light
(electroluminescence diode — LED or the halogen lamp, which emits the white light) is
connected with one end of the optical fiber, while the second end of this fiber is connected to
the Interferometer. This method is used to measure the DGD parameter in-between 0.1 ps
and 100 ps for the wave length ranging from 60 to 80 nm [3]. To perform the
measurements for larger lengths the PMD analyzer was used instead of the Interferometer.

Test optical
fiber

The wideband | I

source of light l ‘ PMD Analyzer

Fig. 3. Schematic diagram of the measurement experiment of the PMD factor

DGD between two orthogonal modes can be marked using the function of
autocorrelation. Two examples can be mentioned:
¢ the optical fiber with a weakly coupled mode: a distant between the main and the
side peaks is large. In this case the DGD parameter is as follows [3]:

2.dk

Aty . A )

where:
dk— is the length of a movable mirror from the position in which distances
between the interferometer’s mirrors were equal [m], while c is the speed of
light in the vacuum equal to 2.998-10° [m/s];

¢ the optical fiber with the strongly coupled mode: a distance between the main and
the side peaks is small. The DGD parameter can be described using the Gauss
resolution for approximation of the characteristic of the autocorrelation function [3]:

3
Aty =0xq J; )
where:

Oxy— 1is the standard deviation of the normal resolution approximating
characteristic of the autocorrelation function in the optical fiber with the
strong couple mode [ps].

The length of the optical fiber was measured using OTDR, before measurement of
the PMD by use of the PMD analyzer. The obtained values were put into the PMD
analyzer. The PMDy . factor will be estimated by use of the length of the line
according to equations (1) and (5).

The PMD parameter has static properties that enabled repeating the measurements
for ninety times, with the intervals of 16 minutes (ninety results for a single optical
fiber). The measurements have been performed for each of the two optical fibers, to
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obtain correct results. The transmission will be provided in the III optical window
(4 = 1550 nm), so the measurements were done only for the wavelength of 1550 nm.
The PMD factor is measured only in one way such as the Chromatic Dispersion factor.

3. STATISTICAL ANALYSIS OF THE MEASUREMENT RESULTS

Analysis of measurement results the factor PMD for optical fiber is presented in

the following order:

* checking the type of the distribution which is formed by gathered measurement
results using the harmony test of Pearson or Kolmogorow — Smirnow;

= marking the trust section for the measured PMD factor and ascertainment which of
the results don’t belong to this section;

* marking the range of bitrate using the trust section for the measured PMD factor for
two significance levels o ;

» final conclusions concerning presented statistical analysis of the presented
measurement resuits and expertise of the whole optical telecommunication line.

The measurements of the PMD effect have been performed in two samples of
optical fibers A and B with 16 minutes intervals. The statistical analysis is performed
only for the A optical fiber. The fallowing results for the A fiber have been achieved. It
should be determined which solution is the source of the PMD effect and then this
section should be marked to eliminate the incorrect results. Using equations (2) and (3)
it should be verified which of the acceptable factors of the PMD can appear in a given
optical network that use the bitrates of 30 and 40 Gbps.

Two different significance levels have been selected in the presented analysis,
namely o =0.05 and a=0.1.

Firstly, the null hypothesis should be formulated. It is supposed that the resolution
of the PMD factor is normal: H, : F(x)~ N(m,o).

Secondly, the normal resolution parameters have to be marked by basing on the
data obtained from measurements. To perform this task, the fallowing patterns and
calculations have been used:

(6)
o= @)
where:
m — expected value (mean, the first moment of the normal);
x, — measurement result (factor PMD);

o — standard deviation.
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Thirdly, the measured data need to be grouped into

some distribution series and

presented in the table that simplifies the analysis which is required to verify the

authenticity of the null hypothesis.

Table 1. The help table for the harmony test of Pearson

Section of L, —n:
! distributing series | 7 " h Z"’ (1"' A ’)z (n’n*plpl)z
1
: (—o0; 0.3) 0281 | 9.549 32 504.063 52789
32
33
: (03; 0.4) 0279 | 9.481 22 156.733 16.532
54
55
: (0.4;0.5) 0277 | 9.413 23 184.614 19.613
77
78
5 (0.5 + ) 0.187 | 5.539 13 44.163 6.950
90
Z n=33.981 ~ 1 90 x? =95.884
1
where:

ny — sum of the measurement results;

{, — size range in a number of distributive.

The probability p, of findings that the PMD value was estimated using the table of
the distribution function for the normal resolution in the analyzed section of the
distributing series. It has been performed in the following way:

P(x e(-o; 0.3)): Pl-o<x< 0.3)=

P(x€(03;0.4)= P(0.3<x<0.4)=

_p —oo—m<u<0.3—m _p —oo—0.378< .03-0378 0281 (®)
o e 0.136 0.136
_ _ _ _ 9
P(os m_ 04 mjzp[m 0378 04-0378 &)
(¢}

c 0.136
Plx(0.4; 0.5))= P04 < x < 0.5)=

=P

=0.279
0.135

c c 0.136

0.4—m << 0.5~m]=P(0.4—0.378<

_ 10
0.5-0.378 0277 (10)
0.135

an

:P(O.S—m <re +oo—mJ=P[0.5AO.378< +0-0.378

0.136

=0.187
0.136 ]
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Using the 3> — Pearson resolution’s table for two different significance levels:
a=0.05 and o =0.1, and 89 degrees of freedom we receive:

a=005) ,
= =112.022
io1= 89}Xa X0.05

a=011 , 2
= =106.469
io1= 89})(“ X0.1

The following equation has to be used to verify the correctness of the null
hypothesis [5]:

P()(2 >xé)=a (12)
The null hypothesis can not be rejected, considering the obtained results. It results

form the fact that the inequality in equation (12) is not true, as 3> = 95.884 .

If the resolution of the measured PMD factor is known, the trust section can be
marked in order to verify given results during the experiment. For this purpose, Table 1

and a positive number of I, have been used. The positive number characterizes the
accuracy of the estimation and it can be obtained from the normal resolution Tables:

o =0.05
Lo s (e =To0s = 1987

a=0.1

l__l_s}tuzto_l =1.662

The trust section for the normal resolution is described as follows [5]:

(13)

where:
n — number of the measurement results.

Using equation (13), the trust section can be found for a specified significance
level o, while using equation (3) and the length of the optical fiber (L) the range of the
bitrate can be determined as follows:

o for «=005: |0378-1987.213%. 0378, 1.987. 2130 | (0.349; 0.406) | 2
V89 V89 Jkm

B <(33.515; 38.981) [Gbps]
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e for

a=0.1 [0.378 ~1.662. 2138 378, 1.662~—Q'—1-3—6—] = (0.354; 0.401) { ps }

V89 V89 Vkm

B e(33.904; 38.468) [Gbps]

In the conclusion, it can be noticed that the assumed by the system administrator
transmission bitrate in-between 30 and 40 Gbps, does not fall within the range which
was based on the statistical analysis of the measurement results. This means, that the
tested fiber optic should not be used in the transmission system, with a maximum bitrate
of 40 Gbps. Accordingly, the transmission can’t be realized using SDH (STM - 256),
because the maximum bitrate in this system is 40 Gbps. The transmission system will
operate correctly for the maximum bitrate of 38 Gbps, or by using a different optical
fiber, with a lower value of the PMD factor.

4. KOHONEN NEURAL NETWORKS ALGORITHM

Teuvo Kohonen proposed a new class of neural networks in 1975, that use
competitive, unsupervised learning algorithms [6]. The Kohonen neural networks
(KNNs) in their classical approach, also called self organized maps (SOM), contain one
layer of neurons. This layer is organized as a map. The number of the outputs of the
network equals to a total number of neurons. All neurons have common inputs, whose
number depending on the application varies in-between two and even several dozen.
The SOMs are used in data visualization and analysis [7, 8, 9].

The competitive unsupervised learning in KNNs relies on presenting the network
with the learning vectors X in order to make the neurons’ weight vectors W resemble
presented data. For each training vector X both KNNs determine Euclidean distances
(druc) between this vector and the weights vectors W in each neuron, which for »
network’s inputs are calculated using the following formula:

deuc (X, W)= X =W, |1=1/Z(x, -y’ (14)
=1

The neuron, whose weights are the most similar to the training vector X becomes a
winner and is allowed to adapt own weights. Two general types of such networks can be
distinguished. In the Winner Takes All (WTA) approach only the winning neuron can
adapt the weight, while in the Winner Takes Most (WTM) algorithm also neurons that
belong to the winner’s neighborhood are allowed to adapt the weights, according to:

WA +)=W;()+n(k)GG, J, R, XD -W;(D)] (15)

where:
n(k) — learning rate in the ™ training epoch;
G(i, j,R,d) — neighborhood function.

These neurons that belong to the winner’s neighborhood are trained with different
intensities that depend on the neighborhood function G(). In the classical approach a
simple rectangular function is used which is defined as [6, 9]:
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Gl R,a’):{l for d(l‘,J.) <R (16)
0 for d(i,j)>R
where:
d(i, ) — topological distance between the winning, ™ neuron and any other, j'h,
neuron in the map;
R — range of the neighborhood that is decreased after each epoch.

The common opinion is that much better results can be achieved if the Gaussian function
is used instead of the rectangular one [8]. The Gaussian function is defined as follows:

2/ .
Gl . R, d)zexp[—d(—’;’)] )
2R

This is important to distinguish the map topology from the neighborhood function.
Topology means the grid of neurons i.e. determines which neurons belong to the
neighborhood of any neuron in the map [9, 11]. Typical topologies described in
literature are rectangular with four of eight neighbors or the hexagonal [6-9].

5. MEASURED DATA ANALYSIS BY KNN SOM

The KNN has been used to analyze the measurement results of the PMD parameter.
The number of the inputs has been selected to be equal to 2. The input vectors consist of
the following parameters: PMD and B. The number of the training patterns was equal
to 90. The simulations have been performed for the Gaussian neighborhood function
and the rectangular grid with four neighbors. The map size is 2x2 neurons.

Training the WTM network has been divided into two phases i.e. the ordering phase
at the beginning of the learning process and the tuning phase at the end. In particular
phases, the learning rate 7, as well as the value of the radius R, have different values. The
learning rate # decreases along the learning process starting from a relatively large value
Nmax = 0.9 to very small values, on the level of #mi, = 0.02 in this particular case. In the
tuning phase the # parameter remains constant and equal to the lower value. The radius R,
in the ordering phase, decreases from its maximum value, for which it covers the entire
map to zero. In the tuning phase, the value of this parameter remains constant and equals
0. This means that only the winning neuron is allowed to adapt the weights i.e. the SOM
works as the WTA network. All these parameters mentioned above have the influence on
both the speed and the quality of the learning process, which can be evaluated using the so
called quantization error. This error is defined as follows:

n

i Z(XJ/ _ww/)2

J=1Y¥1=1

Oerr =

(18)
m
where:
m — number of the learning patterns in the input data set;
n — number of the network inputs.
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The measured data have been divided into four distinct classes in the statistical
method described above. The number of four results from the real areas. The last class
i.e. for (PMDe (0.5; + oo)) represents these values of the PMD coefficient, which exceed

the values in the ITU-T order. The range of values for PMD e(—0; 0.5), or in the real
case for PMD e (0; 0.5), have been divided into three classes with a similar numerical

value. Data from particular classes generate similar results. To demonstrate the
statistical character of the PMD coefficient, it is necessary to divide data at least into
three classes. Division of data into larger number of classes will have no influence on
the confidence interval described by (13). On the other hand, increasing the number of
classes will increase the time required for analysis, and therefore the number of four is
treated as an optimal value.

The statistical method has one important drawback, that is not present in the
method based on the Kohonen SOM. The statistical method does not allow for an
automatic division of the measured data into classes. Moreover, the user must also
perform oneself all required calculations as described in Section 3. The application of
the neural network with a given number of neurons allows achieving the same results as
in the statistical method without any action from the user. The user does not need to be
a specialist in the area of the mathematical statistics.
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Fig. 4. Training patterns and the final arrangement of neurons after completing the learning process

Software model simulation results, illustrating both training patterns and the final
arrangement of neurons after completing the learning process, are shown in Fig. 4. Input
data are divided into 4 classes i.e. the number of neurons in the SOM. Each class is
represented by a different number of the learning patterns. Particular classes consist of
30, 24, 23, 13 input patterns, respectively. The first class is for PMD e (— o0; 0.286), the
second for PMD e (0.278; 0.392) , the third for PMD e (0.392; 0.523) , while the fourth for
PMDe (0.523; ). The classes obtained using the analysis based on the SOM
approximately overlap with the results obtained by use of the statistical method.

Kohonen SOM can be realized in various ways. The authors present the software
model simulation results in this paper, but different hardware solutions, based on the

application specific integrated circuits (ASIC) have been proposed by the authors earlier
[10-14]. Hardware implemented networks offer a fully parallel operation of all neurons
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in the map and therefore can become much faster than their software counterparts, while
consuming much less energy [12-14]. This opens quite new possibilities of applications
of such networks e.g. in low power portable devices. Hardware implemented network of
this type will allow for a constant control monitoring of the optic fiber tracts.

Hardware implemented KNN will enable an automatic choice of the optimal fiber
optic line. This will enable data transmission to be performed on the constant basis with
the bit rate assumed by the operator. An additional advantage of this solution is the
possibility of its application in particular nodes of the digital broadcasting networks, in
which different transmission paths converge. After determining the bit rate for each of
the input paths, assuming the knowledge of the PMD coefficient values for these paths,
one can use the proposed solution to make the allocation of the input data streams to the
respective output paths. This solution will ensure preservation of the established top bit
rate between the boundary (terminal) nodes in the network. In case when the broadcast
is performed in one of the four fibers represented by particular classes of the Kohonen
map, the remaining fibers can be analyzed using the KNN in real time. After detecting a
more favorable transmission path, the network can automatically select this path. This
will ensure more reliable operation of the entire transmission system. Sample Flowchart
of the proposed solution is shown in Figure 5.

Optic fiber hne CK',,:\M-;:,“ control mm Optic fiber line
tramsmbsion trassmission
as well as the N N as well as the
measurements Optic fiber line messurements
of the PMD of the PMD ™ dcband
parameier paramcter € W AR
the PMD Asalyser source of light

The line that synchronizes and controls
the work of both systems

Fig. 5. Block diagram of control — measuring realized based on the KNN

6. CONCLUSIONS

In his paper the Kohonen SOM has been used to analyze the measurement results of
the PMD parameter. Obtained results are very similar to the results obtained in the statistical
analysis. Using artificial neural network allows for saving the time required for execution of
the statistical analysis, as the network perform this analysis and data classification in the real
time. In case of the statistical method, this type of analysis can be performed only before
opening the fiber-optic highway or in the situation when a reconfiguration has been
performed. This opens quite new application possibilities of such networks.
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ZASTOSOWANIE SIECI NEURONOWEJ KOHONENA
DO ANALIZY WNIKOW POMIARU DYSPERSJI POLARYZACYJNEJ

Streszczenie

W pracy oméwiono zagadnienie dyspersji polaryzacyjnej — PMD (ang. Polarization
Mode Dispersion), ktéra jest charakterystyczna dla transmisji z wykorzystaniem
jednomodowego widkna §wiattowodowego. Przedstawiono réwniez interferometryczna
metod¢ pomiaru  wspotczynnika dyspersji  polaryzacyjnej, statystyczng analize
rzeczywistych wynikéw pomiaru oraz analizg tych samych wynikéw pomiaru za
pomocs sieci neuronowej Kohonena.

Stowa kluczowe: dyspersja polaryzacyjna, metoda interferometryczna pomiaru PMD,
analiza statystyczna wynikow pomiaréw, sieé¢ neuronowa Kohonena
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Summary: This paper presents realization and the laboratory tests of the Kohonen winner
takes all (WTA) neural network (NN) realized on microcontrollers (uC) with the AVR
and ARM CortexM3 cores, as well as the comparison with the full custom implementa-
tion of analog network of this type in the CMOS technology. The two uCs have been
placed on a single testing board to facilitate the comparison. The board allows for switch-
ing between the two uCs, it enables selection of either the Euclidean (L2) or the Manhat-
tan (L1) distance measures. It also allows for tuming on/off the so-called conscience
mechanism. Some signals illustrating the training of the network can be observed directly
on the board. The full learning process with all essential parameters can be viewed on PC
using the USB port. The prospective application of the system is in on-line analysis of the
ECG and EMG biomedical signals in the health care diagnostic systems, as well as in the
student laboratories on neural networks and programmable devices.

Keywords: WTA network, digital neural networks, analog neural networks, micro-
controller, low energy consumption

1. INTRODUCTION

Artificial NNs are commonly used in such tasks that require processing and classi-
fication of “difficult” signals e.g. non-stationary signals, heuristic data etc. in medical
health care, telecommunication, electrical engineering and other application areas. In
literature one can find various implementation techniques of NNs both the software-
and the hardware-based. Considering such criteria as energy consumption, calculation
capacity and device size, full-custom designed networks are the most efficient solutions
{15]. NNs realized as application specific integrated circuits (ASIC) allow, for example,
for parallel data processing, and thus consuming significantly less energy are often
faster than the software-based networks. The full-custom style allows for a very good
matching of the circuit structure to a given task. A disadvantage of this approach is
relatively complex design process and large fabrication cost in case of short series. It is
also relatively difficult to built-in such a programmable network of this type.
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In this paper the authors present realization of the Kohonen WTA NN [2] using an
alternative approach based on two puCs, as well as the comparison with the analog WTA
NN previously implemented in the CMOS 0.18 pm technology. For this purpose a spe-
cial testing board has been developed using the Eagle 5.6 environment. To get a better
insight into the parameters of the NN realized in this way, two different pCs have been
used i.e. the 8-bits AVR and the 32-bits ARM CortexM3. Such realized testing board
allows for training the NN with different parameters i.e. with two different measures
(L1/1L2) of similarity between the input training patterns X and the weight vectors W of
particular neurons. Both measures are shortly presented in Section III. The network can
be trained with or without the so-called conscience mechanism [13, 14, 15]. All these
modes can be selected by the manually-operated switches placed directly on the board.

Realizations that involve uCs are relatively cheap, which is one of their important
advantages. In comparison with custom-designed networks all parameters can be easily
reprogrammed. On the other hand, because of serial data processing, networks of this
type are relatively slow and thus are suitable for small networks with up to fifty neurons
and sampling frequencies not exceeding 100 kHz. However, many applications still can
be indicated, in which such parameters are accepted, e.g. in the analysis and classifica-
tion of the ECG and EMG biomedical signals sampled at max 2 kHz.

Implementation of neural networks on uCs is significantly cheaper than realization
of such networks by use of digital signal processors (DSP) or in field programmable
gate array (FPGA). Furthermore, microcontrollers offered on the market today aid float-
ing point operations, while multiplication operations are performed in a single clock
cycle. As a result, the general parameters of both platforms are often comparable. It is
worth mentioning that very often core blocks of DSPs are the same like those used in
microcontrollers (the ARM core).

The paper is organized as follows. State-of-the-art in the field of Kohonen WTA
NN realized using programmable platforms and the analog technique is presented in
next section. An overview of the WTA NN principle is provided in Section 1. Section
IV presents realization of the testing board described above. In Section V selected
measurement results are shown together with a discussion of the achieved parameters.
The conclusions are covered in Section V1.

2. STATE-OF-THE-ART STUDY

2.1. REALIZATIONS OF THE KOHONEN NEURAL NETWORKS BASED
ON MICROCONTROLLERS

An idea of the implementation of the self organizing map (SOM) [2] using SIMD
(Single Instruction Multiple Data) processors has been described in [3]. These proces-
sors allow for parallel information processing using a single instruction. They find the
application in the newest computer systems. The authors of [3] focused on different
methods of detection of the winning neuron i.e. on the so called WTA circuits.

Using SIMD processors is beneficial in case of large NNs with more than 100 neu-
rons, in which data rate is one of the key parameters. In case of smaller networks with
sampling frequencies not exceeding 100 kHz such realizations become uneconomical. The
SIMD processors are more expensive and dissipate more power than the AVR/ARM pCs.
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The other reason, important in commercial applications, is that AVR/ARM pCs can be
easier programmed and require simpler environment (the printed circuit board).

Another implementation has been reported in [4]. This paper presents realization
as well as the optimization of selected arithmetic operations, such as multiplication and
tanh using feed-forward multi-layer network implemented in PIC18F45J10 puC. The
authors of [4] conclude that are able to implement up to 256 neuron weights using this
uC. Assuming this network to be a multi-layer architecture, this means that relatively
small networks can be realized with the number of neurons not exceeding 50. It is diffi-
cult to assess the performance of this network as the achievable data rate, power dissipa-
tion and the computational capacity are not provided.

In case of hardware implemented NNs the computational capacity depends on ei-
ther data processing is performed serially or in parallel, the sampling frequency of the
uC core, the number of neurons and several other parameters. An important issue is the
complexity of the training algorithm offered by a NN. uCs are rather suitable for such
networks that require simple arithmetic operations. For example, the WTA algorithm
implemented by the authors requires only multiplications, summations and subtractions.
For the comparison the network described in [4] requires tank activation functions. It is
worth mentioning that the WTA network is trained without supervision that makes this
NN relatively faster than their counterparts trained with the supervision, in which an
error function is calculated separately for every neuron.

Different applications of NNs realized on puCs have been reported. Such networks
are frequently used in control and diagnostic devices. A device described in [5] has been
used as an intelligent wireless electronic nose node (WENN) used in classification and
quantification of binary gas mixtures NH3 and H2S. In [6] such implemented NN is
used in control of the furnace temperature. One can find the applications in which NNs
only cooperate with pCs. In [7] software implemented feed-forward Back Propagation
(BP) NN exchange data with the PIC16F84A pC that controls a device detecting dam-
ages in textiles produced in the factory.

2.2. REALIZATIONS OF KOHONEN NEURAL NETWORKS AS ASICS

Full-custom developments of Kohonen NNs are not common. Several examples
can be found in [15, 16, 17]. They are based on different techniques, such us digital,
analog or mixed analog-digital.

A fully digital NN realized in the CMOS 0.5 pm process is reported in [16]. The
main disadvantage in this case is a relatively large chip area, which makes the imple-
mentation of large networks fairly impractical. Each processing element (PE), repre-
senting a single neuron contains about 10.000 transistors and occupies an area of 4 mm’.

Another, mixed analog-digital, implementation has been reported in [17]. In this
case some modules of the overall architecture like the distance calculation (L2 in this
case) and the WTA blocks are implemented as analog components, while the adaptation
process is realized by the use of digital blocks. The memory for the weight storage is
implemented as digital counters that can count in both directions, depending on whether
an input data x is greater than a neuron’s weight w or not. The adaptation mechanism
used in this solution differs from the classic algorithm proposed by Kohonen. The learn-
ing rate, 7, is kept fixed, while its value results from the assumed resolution of the coun-
ter (5 bits in this particular case). Moreover, unlike the classic Kohonen’s algorithm in
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neighborhood range equal to zero. The WTA algorithm is less complex than the WTM
one and therefore is much simpler in the hardware implementation.

The learning in Kohonen NNs (KNN) relies on presenting the network with learn-
ing patterns, X, in order to make the neurons’ weight vectors, W, resemble presented
data. For each pattern X the network first determines the distance between this vector
and the W vector of each neuron. Different measures of the similarity between these
vectors are available. One of them is the Euclidean distance defined as follows:

d(X,W,>=JZ<x, )’ (1)
=1

In this work a modified Euclidean measure has been used, in which the rooting opera-
tion has been neglected. The results in both cases are the same, as if @ < b then always

J; < JZ , while the rooting operation is more difficult in the hardware realization. The

Euclidean measure can be denoted as L2. Another frequently used measure, called the
“Manhattan” one and denoted as L1, is defined as:

n
d(X. W)= abslx = w,| )

=1

In this case the squaring operations have also been neglected, which enables further
simplification of the learning algorithm. Both these measures have been implemented by
the authors in the uC and compared with respect to the calculation complexity.

The adaptation of the winning neuron is in the WTA NN performed in accordance
with the following formula:

W,(t+1) =W, () +n-(X(0) =W, (1)) 3)

where # is the learning rate. Other neurons in the network that lose the competition
remain unchanged in this algorithm.

One of the significant problems encountered in the WTA networks are the, so-
called, dead neurons i.e. the neurons that take part in the competition but never win and
therefore their weights remain unchanged. One of the reasons of this are badly selected
initial values of the weights [12]. Such neurons reduce the number of classes that can be
discriminated, thus increasing the mapping (quantization) error of the network. For this
reason reducing the number of these neurons is an important design objective. One of
the efficient methods in this task is by use of the, so-called, conscience mechanism [13,
14]. Its role is to increase the likelihood of winning for all neurons in the network.

The conscience mechanism proposed earlier by the authors and implemented in
their analog NN has been also used in the network realized in both pCs. In this case, the
real distance between the weight and the training vectors is made higher by adding a
signal that is proportional to the number of the wins:

dcons(XﬁW)’_‘dLl/L2n0nn(X’W)+Lcount K (4)

where d ;1 ,(X, W) is the real distance determined by use of either the L.1 or the L2 met-
ric, doon(X, W) is a signal modified by the conscience mechanism and then applied to
the WTA block. The L.y, is the number of the wins of a given neuron. The K coeffi-
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Fig. 4. Achievable maximum data rate of the WTA NN vs. number of neurons (for 3 inputs) for
both microcontrollers

The power dissipation of particular system components is shown in Fig. 5. This
parameter has been measured for a full performance of the uCs, when the network oper-
ates at the highest possible data rate. Comparison of the results for the L1/L.2 metrics
shows that in the first case the achievable data rate is almost doubled for the same num-
ber of neurons, while the learning accuracy is maintained. This shows that elimination
of the multipliers at least at the stage of the distance calculation is a good idea.
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Fig. 5. Estimated power dissipation of the WTA NN vs. the number of neurons for 3 inputs for
both used microcontrollers

Figure 6 presents selected measurement results of the network with 3 inputs and 4
outputs realized using the ARM uC sampled at 400 kHz. The results are shown for two
different settings of the learning process i.e. for the conscience mechanism being turned
on (left) and off (right). When this mechanism was turned-off one of the neurons re-
mained inactive for presented input data.
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6. SUMMARY

Two different hardware realizations of the Winner Takes All (WTA) Artificial
Neural Network (NN) have been compared in the paper. One of them is an analog net-
work designed earlier by the authors in “full-custom” style in the CMOS 180 nm tech-
nology. The second implementation, proposed and described in this paper is based on
two microcontrollers with the AVR and the ARM cores.

Both microcontrollers are placed on a single testing board, together with the
ADC/DAC blocks, the power supply block. This makes the board a fully autonomous
system, with the built-in learning abilities.

The measurement results of the prototype devices show that the uC-based imple-
mentation is even ten times more efficient than the PC-based realizations, considering
such criteria as the achievable data rate vs. power dissipation. On the other hand the
analog networks is thousand times more efficient than the nC-based network, occupying
the area less than 1 mm?.

The main disadvantage of the full-custom, transistor level realization is relatively
long design process and high fabrication costs in case of short series. The uC-based
realization offers a low cost of the device, medium sizes and large flexibility. If only
one uC will be used, e.g. with the ARM core, the cost will not exceed 40 Euro per
piece. The overall device sizes of 3 x 4 c¢m, achievable in this case, make the proposed
system suitable for various portable applications, including medical diagnostic tools.

The WTA neural network presented in this paper is going to be used as a base sta-
tion in wireless body sensor network for the on-line analysis of various biomedical data.
To enable such option the final device will be equipped with the filters for data prepro-
cessing and the wireless communication module to enable communication with the low
power sensors placed on the patient’s body. The platform is still being developed.
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POROWNANIE ROZNYCH SPRZETOWYCH REALIZACJI SZTUCZNE]
SIECI NEURONOWEJ TYPU WINNER TAKES ALL

Streszczenie

W pracy przedstawiono projekt oraz wyniki badan laboratoryjnych sieci neuronowej
Kohonena typu Winner Takes All (WTA) zaimplementowanej na mikrokontrolerach z
rdzeniami AVR oraz ARM. W pracy przedstawiono tez poréwnanie z wczesniejsza
realizacja podobnej sieci jako specjalizowany analogowy ukiad scalony. Dwa mikro-
kontrolery, na ktérych zaimplementowano algorytm uczgcy umieszczone zostaly na
jednej plytce testowej aby umozliwi¢ bezposrednie poréwnanie ich parametrow. Za
pomocg przelacznikoéw umieszczonych bezposrednio na ptytce mozliwe jest wybranie
jednego z mikrokontroleréw, jednej z dwéch miar podobienstwa migdzy wektorami
(Euklidesa L2 lub typu Manhattan L1) oraz wlaczenie lub wylaczenie mechanizmu
sumienia. Niektore sygnaly przedstawiajgce proces uczenia (sygnalu sygnalizujacego
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zwycigski neuron) mozemy bezposrednio obserwowaé na plytce. Proces uczenia mo-
zemy tez w catosci obserwowaé¢ na komputerze PC, poprzez ztgcze USB. Do poten-
cjalnych zastosowan wykonanej plytki testowej oraz sprzgtowych realizacji sieci neu-
ronowej nalezg systemy do ciaglego monitoringu zdrowia pacjentéw (obserwacja oraz
analiza sygnatéw typu EKG oraz EMG), a takze jako wyposazenie laboratorium stu-
denckiego.

Stowa kluczowe:  sie¢ typu WTA, cyfrowe sieci neuronowe, analogowe sieci neuro-
nowe, mikrokontrolery, niski pobor energii
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Summary: The paper presents formal verification method of logic controller specifica-
tion taking into account user-specified properties. Logic controller specification may
be expressed as Petri net or UML 2.0 Activity Diagram. Activity Diagrams seem to be
more user-friendly and easy-understanding that Petri nets. Specification in form of ac-
tivity diagram may afterwards be transformed into Petri net, which may then be for-
mally verified and used to automatically generate implementation (code). A new
transformation method dedicated for event-driven systems is proposed. Verification
process is executed automatically by the NuSMV model checker tool. Model descrip-
tion based on specification and properties list is being built. Model description derived
from Petri net is presented in RTL-level and easy to synthesize as reconfigurable logic
controller or PLC. Properties are defined using temporal logic. In model checking
process, verification tool checks whether requirements are satisfied in attached system
model. If this is not the case, appropriate counterexamples are generated.

Keywords: formal verification, logic controiler, model checking, Petri nets, UML Ac-
tivity Diagrams

1. INTRODUCTION

Logic controller specification is the first step in the design and development pro-
cess. It is therefore especially important, that the specification meets user-defined re-
quirements. The specification may be formalized in different forms [12], e.g. by means
of Petri Nets or, what may seem more user-friendly, by means of UML 2.0 Activity
Diagrams. However, activity diagrams are not well supported by formal verification
mechanisms. Nevertheless, they can be transformed into Petri nets which can be then
formally verified for consistency between model description and requirements for its
behavior. In the article a new transformation method dedicated for event-driven systems
is proposed. Activity diagram action nodes are interpreted as Petri net transitions, unlike
classical approaches in previous versions of UML where action nodes were interpreted
as Petri net places.

Model checking of prepared specification allows to early detect subtle errors re-
sulting from wrong specification interpretation. It is one of formal verification methods
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among others like e.g. theorem proving [7] [16]. The paper focuses on a new logical
model which derives from Petri net and is presented in RTL-level in such a way that it
is easy to synthesize as reconfigurable logic controller or PLC

The article is structured as follows. Section 2 presents some background on formal
mechanisms needed to specify logic controller behavior, Petri nets and UML 2.0 Activi-
ty Diagrams, and a formal mathematical system used in requirements specification.
Section 3 concentrates on transformation aspects from activity diagram into Petri net
specification. Section 4 focuses on model checking of formal specification in form of
Petri net. The article concludes with short summary and future research directions.

2. FORMAL SPECIFICATION BY MEANS OF PETRI NET
AND UML 2.0 ACTIVITY DIAGRAM

This section includes some background on formal specification methods by means
of Petri nets and UML 2.0 Activity Diagrams, and on temporal logic.

2.1. PETRINETS

Petri nets [3] [4] [8] [12] were introduced in 1962 by Carl Adam Petri as a general
purpose mathematical model for describing relations between conditions and events.
They are currently used in many industrial branches for planning and controlling of
production flow, design and programming of microprocessor controllers, system soft-
ware synthesis, etc. There are some design tools available which allow to automatically
generate code from Petri net specification [11].

Graphic representation of Petri net can be understood even by non-technical staff,
It allows e.g. to specify such behaviors as parallelism and concurrency, choice, syn-
chronization, memorizing, reading or resource sharing [8].

A Petri net is specified by places (represented by a circle) and transitions (repre-
sented by a bar or a box) connected together (represented by directed arcs which indi-
cate relation flow, where places can be connected only to transitions, and transitions can
be connected only to places). The number of places and transitions is finite and not zero.
States are defined by tokens (represented by small full circles, also called markers)
inside some places. A transition can be fired only if each of its input places contains at
least one token. Then from each of its input places one token is being removed and
added to each of its output places.

Control Interpreted Petri Nets [2] specify and model the behavior of concurrent
logic controllers and take into account properties of controlled objects. Local states may
change after firing of transitions if some events occur. Transition guards are associated
with input signals of controller and places are associated with its output signals. Global
state of logic controller is built of simultaneously holding local states.

2.2. UML 2.0 ACTIVITY DIAGRAMS

The Unified Modelling Language 2.0 notation [19] simplifies information flow be-
tween team members and enables easy understanding of system behavior by non-
experienced staff. It was initially introduced for specification, visualization and docu-
mentation of software. However, behavioral embedded system design [4] can also be
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facilitated by using some types of UML diagrams, like activity diagrams, state machines
or sequence diagrams.

Activity diagrams are currently used in business domain, modeling of information
flow [10] [23] and behavioral software and embedded systems design in soft-
ware/hardware co-design [20].

Most commonly used parts of UML activity diagrams are action nodes (represented
with rounded rectangles with the name of the action inside). The flow of activities is de-
scribed using lines with arrowheads. Additionally every diagram should start with the
initial node (big filled dot) and end with the final point (filled dot with a border). Usually
embedded controllers or other discreet systems have parallelism in their description. It is
possible to represent it using fork and join nodes (notated by horizontal or vertical bars).

2.3. TEMPORAL LOGIC

Temporal logic [5] [15] [17] introduced into computing science in 1977 by Amir
Pnuelli derives from modal logic with possibility and necessity operators. F irstly it was
used in concurrent and reactive systems. Currently it is used also in program specifica-
tion, verification, synthesis and logical programming,

Classical temporal logic is Linear-time Temporal Logic (LTL). It describes rela-
tions in the system and state sequences. A formula can change any time its value, e.g. in
some states it can be true, and in others it can be false. Basic operators are: always (G),
sometimes (F) and next (X).

Temporal logic with time branches is Computation Tree Logic (CTL). Time is pre-
sented here as a tree branching out into the future with present moment as the root.
Characteristic for branching time logics are path quantifiers: the E operator for some
paths and the 4 operator for all paths. They are for paths beginning from a given state,
while state quantifiers are for states in a path. State quantifiers are: the F operator for
some states and the G operator for all states. Path and state quantifiers are mostly used
together, i.c. EF p means that in some paths in some states formula p is true and AG P
means that in all paths in all states formula p is true.

3. TRANSFORMATION

In this section a new transformation method dedicated for event-driven systems is
presented. Firstly, an example is introduced, which will be used to better illustrate pro-
posed transformation method.

As an example to present transformation method from UML 2.0 Activity Dia-
grams to Petri nets a simple embedded system for movement control of two vehicles [3]
has been taken.

Initially, both vehicles are placed at starting points a and c. After pressing the m
button, they begin to move to the right simultancously. If both vehicles reach their end-
ing points (point b for the first vehicle W1 and point d for the first vehicle W2) vehicle
W1 returns to its starting point a. Afterwards, the second vehicle W2 returns to its start-
ing point c. Then the process can be started again. The real model of described process
is presented in Fig. 1.
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Fig. 3. Activity Diagram for analyzed process

For transformation purposes actions of activity diagrams are treated like transitions
[21] [22]. In classical approaches in previous versions of UML action nodes were inter-
preted as Petri net places. Here, action nodes are interpreted as Petri net transitions.
Fork and join nodes (notated by horizontal or vertical bars) are interpreted as fork or
join transitions in Petri net. Behavior of controlling process is presented step by step,
basing on the interpretation in form of activity diagram. The starting and ending points
of activity diagrams refer to appropriate places (P/ and PI7) in Petri net. Additionally,
input conditions for the actions were treated like decision blocks before actions. There-
fore, each input condition in activity diagram is assigned a transition in Petri net with
appropriate firing condition. Additional synchronization places (P/0 and P1]) are nec-
essary, because UML syntax enforces synchronization in join node.

Petri net after direct transformation includes 17 places and 16 transitions (Fig. 4a).
However, some places and transitions are redundant. The model compression resulting
in reduction of unnecessary delays in circuit performance is executed. The proposed
reduction method assumes replacing of transition with condition and transition with
action with one transition. This procedure is connected with deleting of unnecessary
places. As an example, place P4 and transition 74 may be deleted and their etiquettes
may be moved to transition 72. Transition 74 reflects assigning of value / to signal r/.
According to the activity diagram (Fig. 3) the action may be executed only if signal m is
active. It can be therefore assigned to transition which checks the current value of the m
signal. After reduction of redundant places and transitions Petri net (Fig. 4b) has 10
places and 9 transitions (amount of places and transitions has been decreased by ca.
40%).
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T6 ¥r1:=0 T7 ¥12:=0
b=1 d=1

T4y 12:=0
c=1

(a) (b)

Fig. 4. Petri net after direct transformation from activity diagram (a) and after reduction of re-
dundant places (b)

4. MODEL CHECKING

Model checking technique enables formal verification of logic controller specification.
Specification can be checked against behavioral requirements which have to be fulfilled.
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First of all, description and requirements list have to be delivered to a model checker
tool. A system to be verified should be modeled using the description language of the
particular model checker, in our case it is a symbolic model checker NuSMV in the cur-
rent version 2.4.3 [6] [9]. Requirements list with defined properties should be coded using
the specification language of particular model checker. The list should include as many
desired properties as possible as only they will be checked. Finally model checker verifies
the system and gives an answer whether described model satisfies the specification. In
case of detected errors user receives feedback with appropriate counterexamples. What is
important is the fact that model checking can be used to verify the whole system or only
some part of it. Partial verification is especially valuable in large systems, where the de-
sign process is complex and long, as it can be performed step-by-step during the design
phase considering each time only a limited subset of requirements.

Design requirements specified by Petri net have to be transformed into the format
of the NuSMV mode! checker. Then the specification can be verified against require-
ments defined with linear-time temporal logic. Also other specification forms can be
formally verified by the model checker tool, an example of algorithmic state machine
verification can be found in [13].

The proposed model description derives from Petri net. It is presented in RTL-
level (Register Transfer Level) in such a way that it is easy to synthesize as reconfigura-
ble logic controller or PL.C without any additional changes.

Model description can be prepared as shown in subsections 4.1, 4.2 and 4.3. Re-
quirements list can be defined as presented in subsection 4.4. Subsection 4.5 concen-
trates on model checking process itself, while subsection 4.6 focuses on the results of
performed formal verification.

4.1. VARIABLES DEFINITION

Variables definition (Appendix, lines 2-9) includes global states, input and output
signals. Another example of Petri net verification idea is presented in [14] where the
verification process is treated more example-specific and focuses rather on controlled
objects and its statuses than on global system states.

It is assumed that in one moment only one input signal can be active. Therefore,
there is only one variable defined which takes any of possible input signals as its value
(the amount of them equals the amount of rows in Table 1 with extra value for no active
input signals added).

The number of output signals equals the number of rows in Table 2, where each
signal is an independent variable and can be either active or inactive.

Global states are formed of local states from Petri net presented in Fig. 4b. The fir-
ing time of transitions is extremely short and only one transition may be fired at particu-
lar time unit, what corresponds to one of the important functioning rules of formal mod-
el from [1]. However, the nondeterministic automaton with global states of received
Control Interpreted Petri Net can be simplified in such a way, that after global state
P2P3, state P6P7 will be reached (transitions 72 and 73 have the same firing condition
so the firing time will be just one after the other and global states P2P7 or P3P6 would
last the minimum amount of time).

System state is defined by the combination of variable values. In the NuSMV sys-
tem model of described example, there exists 864 possible combinations, but only 24 of
them are available.
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4.2. INITIAL VALUES OF VARIABLES

Initially, all variables have some default values assigned (Appendix, lines 11-16).
The initial values are changing according to the rules defined next.

4.3. ASSIGNMENT OF VALUES TO VARIABLES

All assignments of next values (Appendix, lines 17-60) happen simultaneously. To
make the model simpler, in the sample model description no emergency situations have
been taken into account. For example, if a vehicle gets stuck during the movement, it
will be necessary to push the vehicles by hand to the starting points and start the process
again from the beginning.

To simulate the behavior of real system, values of input signals are chosen ran-
domly, but only expected input signals may be active at particular time.

4.4. REQUIREMENTS LIST

Requirements list may be defined by using either Linear-time Temporal Logic LTL
or Computation Tree Logic CTL. The second one is better for verification of nondeter-
ministic programs [18]. We have chosen the first one to define behavioral requirements of
the designed logic controller. Among the properties there are some safety properties (sit-
uations which must not happen) and liveness properties (situations which have to happen).

Required properties (Appendix, lines 61-82) examine behavior of the designed
logic controller mainly after occurrence of some input signals. Let us explain some
defined properties. The property in lines 67-68 states that always after the occurrence of
m input signal, in the next state output signals »/ and r2 will be assigned value /, what
means that both vehicles will move to the right. Next property (lines 69-70) indicates
that it should never be the case that both output signals #/ and // is assigned at the same
time value /, what means that the first vehicle can not move to the right and to the left
(and as the result stay in one place if the forces for moving to the right and moving to
the left are equal) at the same time.

4.5. MODEL CHECKING PROCESS

Model description and requirements list are input data for the NuSMV model
checker. The tool compares them and generates an answer whether required properties
are satisfied in delivered model description.

4.6. RESULTS

After successfully verification a short report is generated (parts of it are presented
in Fig. 5 and Fig. 6). It includes list of checked properties with status whether they are
satisfied in the model description or not. If any of the requirements is not satisfied, ap-
propriate counterexample is generated. The counterexample presents a trace which may
be used by the designer to follow the incorrect situation.

Sample requirements which are satisfied in the described example are listed below
(Fig. 5).
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-- specification G (input = m -> X (rl =1 & r2 = 1)) 1is true
-- specification G !(11 =1 & rl = 1) is true

-- specification G !(l12 = 1 & r2 = 1) is true

-- specification G (input = b -> X rl = 0) 1is true

-- specification G (input = d -»> X r2 = 0) 1is true

Fig. 5. Satisfied requirements

From the defined requirements a sample property which can not be satisfied (lines
73-74) indicates that always after occurrence of b input signal (the first vehicle reached
its ending point ) finally the output signal /7 will be assigned value / (the first vehicle
will finally return to its starting point a). This however can not be guaranteed as it may
be the case that the second vehicle never reaches its ending point ¢ and so the whole
system will remain in global state P7PI0 of the Petri net from Fig. 4b. The situation
trace is presented in a generated counterexample (Fig. 6).

-- specification G (input = b -> F 11 = 1) is false

-- as demonstrated by the following execution sequence

Trace Description: LTL Counterexample

Trace Type: Counterexample

-> State: 3.1 <-
state = pl
input = none
rl =
r2 =
11 =
12 =

-> Input: 3.2 <-

-> State: 3.2 <-
state = p2p3

-> Input: 3.3 <-

-> State: 3.3 <-
input = m

-> Input: 3.4 <-

-> State: 3.4 <-
state = pé6p7
rl =1
r2 =1

-> Input: 3.5 <-

-> State: 3.5 <-
Input = b

-> Input: 3.6 <-

-- Loop starts here

-> State: 3.6 <~
state = p7pl0
input = none
rl =0

~> Input: 3.7 <-

-> State: 3.7 <-

i

e NelNelNe]

Fig. 6. Generated counterexample

5. CONCLUSION

Formally specifying system behavior using UML 2.0 Activity Diagrams is an easy
and efficient way to document initial negotiation results between customer and supplier.
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The specification is then easy-understandable both for engineers and for non-technical
partners. On the other hand, Petri nets seem to be better suited for logic controllers and
are currently commonly used in the industry. Furthermore, possibility of implementa-
tion (code) generation from Petri net specification and insufficient verification methods
of UML Activity Diagrams also have to be taken into account. These aspects suggest
the solution of transformation from activity diagram to Petri net specification.

Model checking technique is very valuable for formal verification of designed sys-
tems. Although it can not prove that the system model is completely correct, it can
prove that it has or has not some user-specified desired properties. An advantage is also
the fact that model correctness can be verified before the real system physically exists.
Therefore it can potentially prevent errors on an early stage of system development.

However, human interaction is especially needed by counterexamples analysis.
Generation of them can be caused either by false model description or by invalid re-
quirements specification and every counterexample has to be carefully analyzed.

Future research directions focus on the improvement of transformation from UML
2.0 Activity Diagrams into Petri nets. The aim is to make the transformation fully auto-
matic so that the outgoing specification form is compact and its interpretation corre-
sponds to the interpretation by means of initial activity diagram. Other research direc-
tions concentrate on model checking technique and its application to Petri nets specifi-
cations. Different transformation methods from Petri net into description format of the
NuSMV model checker are being examined.

APPENDIX

Model description with requirements list for discussed example is attached.

1. MODULE main

2 VAR

3 state: {pl, p2p3, pép7, pépll, p7plo,
4. plOpll, pl2, pl3, pl5};

5. input: {none, m, a, b, ¢, d};

6 rl : {1, 0};

7 r2 : {1, O};

8. 11 : {1, o};

9. 12 : {1, o};

10. ASSIGN

11. init (state) := pl;

12. init (input) := none;

13. init(rl) := 0;

14. init (r2) := 0;

15. init (11) = 0;

16. init (12) := 0;

17. next (state) := case

18. state = pl : p2p3;

19. state = p2p3 & input = m : pép7;
20. state = p6p7 & input = b : p7pl0;
21. state = pép7 & input = d : pépll;
22. state = p7pl0 & input = d : plopll;
23. state = p6pll & input = b : plopll;
24, state = plOpll : pl2;

25. state = pl2 : pl3;

26. state = pl3 & input = a : pl5;

27. state = pl5 & input = ¢ : pl;



28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
4Q.
41.
42.
43.
44 .
45.
46.
47.
48 .
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64 .
65.
66.
67.
68.
69.
70.
71.
72.
73.
74 .
75.
76.
77.
78.
79.
80.
81.
82.
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1 : state;
esac;
next (input) := case
state = p2p3 : {none, m};
state = pép7 : {none, b, d};
state = pépil {none, b};
state = p7plo0 {none, d};
state = pl3 : {none, a};
state = p15 : {none, c};
1: none;
esac;
next (rl) := case
state = p2p3 & input = m : 1;
state = pép7 & input = b : 0;
state = pépll & input = b : 0;
1 : rl;
esac;
next (r2) := case
state = p2p3 & input = m 1;
state = pép7 & input = d : 0;
state = p7pl0 & input = d : 0;
1 : r2;
esac;
next (11) := case
state = pl3 & input!= a 1;
state = pl3 & input = a 0;
1 11,
esac;
next (12) := case
state = pl3 & input = a : 1;
state = pl5 & input = ¢ : 0;
1 : 12;
esac;
LTLSPEC
F (state = pl);
LTLSPEC
F (state = pl5);
LTLSPEC
G (input = b -> F(state = p7pl0));
LTLSPEC
G (input = m -> X(ri =1 & r2 = 1));
LTLSPEC
G !(11 =1 & rl = 1});
LTLSPEC
G !(l12 =1 & r2 = 1);
LTLSPEC
G (input = b -»> F(11 = 1));
LTLSPEC
G (input = b -> X (r1 = 0));
LTLSPEC
G (input = d -»> X (r2 = 0));
LTLSPEC
G (input = a -> X (11 = 0));
LTLSPEC

G (input

89
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SIECI PETRIEGO I DIAGRAMY AKTYWNOSCI
W SPECYFIKACJI STEROWNIKOW LOGICZNYCH —
TRANSFORMACJA I WERYFIKACJA

Streszczenie

Praca prezentuje metode formalnej weryfikacji specyfikacji sterownika logicznego
uwzgledniajaca wlasciwosci podane przez uzytkownika. Specyfikacja sterownika lo-
gicznego moze by¢ przedstawiona m.in. w postaci sieci Petriego lub diagramu aktyw-
nosci jezyka UML. Diagramy aktywno$ci wydaja si¢ by¢ bardziej przyjazne i zrozu-
miate dla uzytkownika niz sieci Petriego. Specyfikacja w postaci diagramu aktywno-
sci moze zosta¢ przeksztatcona do sieci Petriego, ktora nastgpnie moze by¢ formalnie
zweryfikowana i wykorzystana do automatycznej generacji implementacji (kodu).
Wezty diagramu aktywnosci konsekwentnie interpretowane sg jako tranzycje sieci
Petriego, w odroznieniu od klasycznego podejécia (w starszych wersjach UML) gdzie
odwzorowywato sie¢ je jako miejsca sieci Petriego. Proces weryfikacji wykonywany
jest automatycznie przez narzedzia weryfikacji modelowej. Tworzony jest opis mode-
lu bazujacy na specyfikacji oraz lista wymagan. Nowatorskim podejsciem jest przed-
stawienie sieci Petriego na poziomie RTL w taki sposéb, ze tatwo jest przeprowadzi¢
synteze logiczna sieci w postaci wspotbieznego rekonfigurowalnego sterownika lo-
gicznego lub sterownika PLC bez koniecznosci przeksztatcania modelu. Wymagania
okreslone sa przy uzyciu logiki temporalnej. W procesie weryfikacji modelowej na-
rzedzie weryfikujace NuSMV sprawdza, czy model systemu spetnia stawiane mu
wymagania. Jezeli tak nie jest, generowany jest odpowiedni kontrprzyklad.

Stowa kluczowe: formalna weryfikacja, sterownik logiczny, weryfikacja modelowa,
sieci Petriego, diagramy aktywnosci UML
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IMPLEMENTATION OF THE DIRECT WINDOWED DHT
PARALLEL ALGORITHM

Wlodzimierz Pogribny, Mariusz Sulima
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7 Kaliskiego Ave., Bydgoszcz 85-789, Poland

Summary: Hardware realizations of an algorithm of discrete Hilbert transform (DHT)
are made mainly with using the FFT because of its higher resolution [1] [4] in com-
parison to the direct DHT based on unwindowed impulse response (IR). On the other
hand, as it is shown previously in [5] {6] the appropriate use of weight windows for IR
provides a higher resolution of the direct DHT in comparison to the DHT method with
FFT using. In this work a parallel algorithm and appropriate filter structure for the di-
rect windowed DHT which are faster than the algorithms and structures based on the
FFT are presented. The work of the algorithm and filter is illustrated by examples of
phase transitions capturing of noisy signals.

Keywords: Discrete Hilbert Transform, DHT, Phase recognition

1. INTRODUCTION

Discrete Hilbert transform for a signal with finite energy can be calculated basing
on different algorithms, among which the most widely used algorithm is based on the
use of the FFT [7] [8]. The downside of DHT based on FFT is the large number of
multiplication operations which limits its use in the processing of broadband signals. On
the other hand, the predominance of parallel algorithms of the direct DHT is higher
speed and this advantage increases by growing of the number N of samples. For select-
ed types of signals, by applying appropriate weight windows, direct DHT has a higher
resolution in comparison to DHT based on FFT [5] [6].

The DHT result of the time series is imaginary one that allows to form an analyti-
cal signal from which the amplitudes and phases can be obtained:

B }NN :{ K2 452 }AiN )

NY
oYy = {arctg[%J} 2
! 1=—N

It is well known fact that the instantaneous frequency is a derivative of the phase
which together with (1) allows to realize appropriate kind of the time-frequency analy-
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sis [2]. Phase spectrum is often used to identify different processes and physical states,
in particular in telecommunications and medicine [3]. However, up to now the applica-
tion of such algorithms is not sufficiently studied. Therefore purpose of this work is
studying of application of the windowed DHT parallel algorithm and structure for signal
analyzing especially for determining of phase transitions of noisy signals.

2. DHT METHOD BASED ON FFT

This method uses the property of the harmonic signal DHT based on obtaining of a
harmonic signal with phase shifted on 90° and in case of a complex structure signal — by
shifting each of its harmonics. Harmonic components are obtained by applying the FFT
in order to receive the Fourier series:

N
x()=U, +ZU,, cos(nogt + @) 3)
n=1
where:
Uy, - constant component,
U, - the amplitude of the n-harmonic,
oy — angular frequency of the lowest harmonic frequency,
¢, — the initial phase of the n-th harmonic.

Ultimately, the result of DHT based on FFT is obtained by IFFT the shifted harmonics:

N
x(t)= Z U, [cos(no)ot +Q, - 90°)] )

n=1

In (4) the constant component is omitted, since the Hilbert transform of constant
function is 0.

3. THE METHOD OF DIRECT DHT

Variance of direct DHT was formulated in [1] and [7] as a convolution of the input
signal samples and the impulse response (IR):

N

Fo= D Sl (5)

m=-N

In these works the use of unwindowed IR was proposed in next way:

L T (6)
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A different variance of DHT was formulated by Oppenheim in the book [4]. He defined
the Hilbert filter IR weight factors in the form:

sin’ ™n—m)
2 2
——— = n#m
T

hn—m = n-m (7)

L
N
Il
3

In all cases it is assumed by the Cauchy principal value that the IR factors {#, },21 ,y take

the value zero and not infinite for all indices n = m.

4. THE WORKED OUT WEIGHT WINDOW FOR DIRECT DHT

In this paper, it is proposed to obtain the result of DHT with using of the win-
dowed IR on the basis of the window being worked out by the authors [5]:

N
- 1 X, W
x,=—P —m_aom 8
m=—N

2
Then the windowed IR {h,(w) }112 v such a filter takes the values:

W,_
—n=m m#+n

ey = ©

0, m=n

The windowed IR weight factors are obtained by solving linear or non-linear equation
systems, the choice of which depends on the signal character and a computing power
[6]. However, in the simplest case these weight factors can be obtained by solving linear
equations and provide the same accuracy of direct DHT as DHT based on FFT. At that
the FFT usage allows to calculate the window in next way:

(w) -1 ~

hy XN X ptl X_N+2 XN X_NT

h(W) x_ x_ —x_ 0 X T
_.1 _ /}/+1 N+2 N x 1\{+1 (10)
w ~

48 XN XN Tt TX N T Xy XNT

The result of (10) exists only when the inverse matrix exists too. Then the window coef-
ficients are defined by following operation:
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A 2N
2N _ W
bl = {—h } (11
T Ji1=-2N
Example of this window for different lengths of IR is presented in Fig. 1:
weight window from 64 factors weight window from 256 factors 100 weight window from 1024 factors
®) b) L]
0 0 Q0
10 -100
50
g2 ] g 20
52 5 % a0
] g 00 F]
40 -400
50 150 -500
-80 -600
0 2 40 60 g 100 200 0 500 1000
factor number factor number factor number

Fig. 1. Weight window for direct DHT improving: a) weight window from 64 factors; b) weight
window from 256 factors; ¢) weight window from 1024 factors

Let’s note the values of all odd weight factors are zeros and the value of the last weight
factor is decreased radically with window length increasing.

5. THE WORKED OUT DHT PARALLEL ALGORITHM AND
FILTER STRUCTURE

Direct DHT algorithm is derived from the convolution:

N
%=t 3, (12)

n o~ ,

where: Vm,n=-N, N and V(m-n)= {ala:—zN, 2N}.
To develop a filter structure it is expedient to determine the convolution results for
different n:

1
—_ . _ (w) (W) (w) ()
n=-N: ¥,= . X NPy oy F Xy PNy o XA -N-0 T Xy (13.1)
0 -2V

-1 ,\

1 .
_ . _ (w) (w) ) .
n=-N+1: X, = ; xANh—NH—(—N) X yahiN vy T Xpa N (-Nns+2y T

— — — (13.2)

(w)
-+ x(,h et xNh-2N+2)

1 W W
n=0: x,= 7[( h(()w +x—N+lh(()+N e +x0h( V- +xNh(() A)/j (13.3)

A,l -V
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-~ 1
n=N: Xy=—|x_yh" +x_N+1h}(V‘t)(7N+l) +~-~+x0h1(vw_)0 +m+xNh}(VW‘)N (13.4)
T NN b0 L
2N 2N ‘

On the basis of these results the direct DHT algorithm can be write in a matrix form
which is useful for the special processor implementation:

5 . = (w)
X7N7XAN,NH0’A2N’ (141)
where: X—— =[xy x_ya Xo xv |,
)
K"
h(Y)
g .
0, 2N ( )
w
h—2N+1
(
h3h
(w)
X_N+l AX—N,NH1,72N+1’ (142)
h;W)
K
(w) _ .
where: Hm = :
h(W)
-2N+2
(w)
h—;NH
e o o
;OZX,N)NH](VW)_N’ (143)
)
Y
» hy,
w .
where:  Hi— ( :)
w
h*N+l
)
n%;
- (w)
N X*N, NHN+1,—N+1 ? (14.4)
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*e o o
By = Xy, (14.5)
()
han
)
Y
where: H%= :
B
K™

We can represent a specialized parallel processor structure for the direct DHT on the
basis of the equations (14.1) — (14.5):

{x}

[X-N X X 7

Fig. 2. The special processor parallel structure for direct DHT

This parallel structure contains two parts, both of which have the common AC converter
and separate circulating registers for windowed IR shifting. Each from 2N+1 channels
consists of a multiplicator and accumulator in which the calculations (14) are realized,
for example in the first channel the calculation of X_, is fulfilled according to (14.1).

The first part of this structure provides DHT result for indices i=-N, 0 and the se-
cond — for i=1, N. This structure works correctly for both even and odd number of
samples {x,}.

The special processor parallel structure can be tested by an example for vm,n=-2, 2
when V(m-n)= {ala:TJ}l

h§"
h(W)
1 1
X,= —[x,z +X_y+ X+ X+ xz]- hf“')
T

~ x_zh(()w) + x_lhf‘l") + xohf‘g) + xlhf‘;) + xzhf‘g) (15.1)
Y | =

(w)
hy
nCy

s
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N
h§")
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1 ) X_oh" + x_0hg" T+ xphl] + x b5 + Xkl
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n

Ky
A
Xy = —l—[x_z +X_ + X+ X +x2]- héw) =
n hl(w)
N

x_ohy") 5 b+ xh$ + 0B+ ok (155)

T

The obtained results correspond to DHT results that confirms the operation cor-
rectness of specialized processor parallel structure for direct windowed DHT.

6. APPLICATION EXAMPLES OF THE WINDOWED DHT
PARALLEL ALGORITHM FOR DETERMINING OF SIGNAL
PHASE TRANSITIONS

The simulation of the specialized direct DHT processor usage was made using
DHT to demodulate the binary phase shift keying (BPSK) modulated signals. In all
examples below, we can note the DHT result in a shape of a pulse by a phase changes.
In the Fig. 3a, 3b, 3c there are shown respectively: binary modulating signal, modulated
carrier and DHT result of modulated carrier using parallel direct DHT algorithm. Like-
wise, in the Fig. 3f there is shown DHT result for multiple random phase changes with
the added white Gaussian noise by SNR =10 dB.



100 Wtodzimierz Pogribny, Mariusz Sulima

© ®
& &
5 11 9) 5 11d)
o o
£ £
305 305
o (=3
£ £
P P
I 1§ T .
< 0 200 400 600 800 1000 = O 200 400 600 800 1000
sample number sample number
1 1 1
2 ol
& 05 & 05
(2]
T 0 3 0
K] =2
| 05 3 05
£ £
.1 " Y s e " 1 e n
0 200 400 600 800 1000 0 200 400 600 800 1000
sample number sample number
3 3
© D
2 2
T £
=) =)
1 1
0 n 0
i} 200 400 600 600 1000 0 200 400 600 800 1000
factor number factor number

Fig. 3. The DHT result of a few periods BPSK modulated carrier without noise and with adding
noise by SNR = 10 dB: a) binary modulating signal; b) modulated carrier without noise;
¢) DHT result of modulated carrier without noise; d) binary modulating signal; €) modu-
lated noisy carrier; f) DHT result of modulated noisy carrier

In this work the following expression for the SNR was assumed:

2

SNR=101g¥x (16)
Sx
where:

| A
2 . 2 2
y; — signal power wx=Wme ,

m=0

N-1
2 . 1 -
Gy — noise power ¢} :Wz(x’” —xm)2 .

m=0

1l

The generated by computer white Gaussian noise was added to the modulated signal in
Simulink Matlab using AWGN procedure:

noised_signal = awgn(signal, SNR, measured’); (17)
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where:
signal — modulated carrier
SNR — planned SNR value

The modulated signal power was measured before adding noise to achieve planned SNR
value. The DHT result of one modulated carrier period (Fig. 4a) is shown in Fig. 4b and
the DHT result of the same signal noised by SNR = 0 dB (Fig. 4c) is shown in Fig. 4d.

4 4
a) s |O
8
2
5 2 £
H
° @
0 E
z 3
€ 2 % .
-4
L3
€
4 4 " "
0 200 400 600 800 1000 0 200 400 600 800 1000
sample number sample number
6 6
b) d
5 5
4 4
£3 £ 3
=} =}
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o - 3]
1} 200 400 600 800 1000 5] 200 400 600 800 1000
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Fig. 4. The DHT resuit of one period BPSK modulated carrier without noise and with added
noise by SNR = 0 dB: a) modulated carrier without noise; b) the DHT result of modulated
carrier without noise; ¢) modulated carrier with noise; d) the DHT result of modulated
carrier with noise

In all above shown cases there were used absolute values of DHT result.

7. SUMMARY

The worked out direct DHT algorithm with using the proposed weight windows
can ensure equal or better accuracy to the algorithm based on FFT and leads to efficient
hardware implementation. The parallel filter structure on the basis of the direct win-
dowed DHT algorithm was proposed and checked on the example. This structure allows
to get all convolution results in 2N +1 processor tacts that is log, (2N +1) times faster

than FFT method. It is also appropriate to be implemented in FPGA technology because
of its uniform blocks. An example of a signal phase transition detection on the basis of
the direct DHT was presented. The modulating binary signal can be successfully recog-
nized in case up to SNR = -2 dB, therefore DHT leads to fast and reliable BPSK de-
modulation for example.
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ZASTOSOWANIE ROWNOLEGEEGO ALGORYTMU BEZPOSREDNIEGO
OKIENKOWANEGO DHT

Streszczenie

Sprzgtowe realizacje algorytmu dyskretnego przeksztatcenia Hilberta (DHT) w prze-
wadze wykonywane sa przy uzyciu DHT opartego na FFT, ze wzgledu na jego wyz-
szg rozdzielczo$¢ w poréwnaniu z bezposrednim DHT z nieokienkowana charaktery-
stykg impulsowa. Z drugiej strony, jak pokazano predzej w [5] [6], odpowiednie uzy-
cie okien wagowych dla charakterystyki impulsowej pozwala otrzymaé wyzsza roz-
dzielczos¢ bezposredniego DHT w poréwnaniu z metoda DHT opartg na FFT. W tej
pracy zostaly zaprezentowane algorytm réwnolegly oraz odpowiednia struktura filtru
dla bezposredniego okienkowanego DHT, ktdre sg szybsze w poréwnaniu z algoryt-
mami i strukturami opartymi na FFT. Dziatanie zaprezentowanych algorytmu i filtru
zostato zademonstrowane na przyktadach przechwytywania zmian fazy sygnatéw za-
szumionych.

Stowa kluczowe: Dyskretne przeksztatcenie Hilberta, DHT, Rozpoznawanie zmian fazy
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DEMAND FORECASTING FOR SPARE PARTS
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Summary: The subject of the article is an analysis of possibilities of predicting the
demand for subsystems for equipment for companies which deal with servicing
electronic devices. The analysis has been based on real data from one of service
points. The influence of various factors that determine the need for specific
replacement parts was presented. Two basic methods of prediction (quantitative and
shares) were compared. Modifications of the equity method was proposed, it took into
consideration a few of additional factor, such as the number of parts in store or the
number of overdue repairs.

Keywords: demand forecast, quantitative analysis, terms of share analysis

1. INTRODUCTION

Recently, on the market of applied electronics there have occurred significant changes
which are manifested by a massive scale of the manufactured equipment and its fast
development and modification and drop of both production and sale costs [2], [4]. These
changes have been caused by progress in the sphere of design, production of components,
modules and final devices, packages, accessories logistics and the distribution networks.
After -sale service, that is, the Clients service is also an element of this chain [1]. There has
been observed disappearance of small service shops where single systems of very different
devices have been repaired. The process usually involved exchange of basic components
and the repair was made until obtainment of the final effect.

Continuously increasing integration of integrated circuits, miniaturization of
elements, improving manufacture of prints and relatively high cost of components,
bought in small amounts, has made a repair of small series of devices less profitable.
A new type of enterprise providing this kind of services has replaced small service
stores. These are big — sometimes worldwide stores which provide an overall array of
after-sale services. They cooperate directly with the equipment manufacturers. In this
case, the amount of the repaired equipment can be considered in terms of thousands or
even tens of thousands items, monthly [3].

For such a massive scale of repair the cost of purchase of components and logistics
are very low as compared to the cost of a single service point [2]. It enables not only a
decrease in guarantee protection costs which are born by manufacturers but also
provides grounds for constructive competitiveness between the service providers.
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Another advantage provided by such big companies is the possibility of doing
research and introduction of innovation [3]. With such a mass scale of operation it is
possible to sacrifice one or several items without any negative consequences. New,
more efficient repair methods can be developed, troublesome defects can be diagnosed
properly, time and material consumption can be reduced and, moreover, elimination of
faulty elements and design error is possible. Thus, the quality of manufactured devices
can be significantly improved and the investment costs can be quickly returned which in
turn leads to generation of profits.

The costs of supply are affected by the way of cooperation between the equipment
manufacturer and the customer service system:

— ‘traditional’ — it involves delivery of the faulty equipment by the customer directly
to the service point, its repair and return to the customer.

— ‘goodstock’ — the service point sends the equipment to the manufacturer who
exchanges it for new. The manufacturer comes back into possession of the broken
device which is then sent to be repaired. This repair, apart from removal of
functional defects, involves bringing the device to a state most similar to the pre-
repair one — mainly by its face lifting (removal of traces of its being used before).
Repaired in this way equipment is sent back to the manufacturer and goes to
‘goodstock’, that is, to a warehouse of efficient devices from where it is supplied to
another customer after a complaint of his/her device is made by him/her.

The second way provides some benefits both measurable (from the point of view
of the service the costs of shipment between the manufacturer and the service are
minimized thanks to their big amounts), and immeasurable (short time of waiting for
new equipment which results in the customer satisfaction with the service). The
disadvantage of this system from the manufacturers’ point of view is burdening them
with the logistics connected with the customer (reception of damaged equipment and
dispatch of the repaired one), the customer’s service and possible losses due to the
equipment advertisement which in fact, has no faults (because of e.g. misunderstanding
the principles of its operation)

The subject if this paper is presentation of an analysis of supplying the service
store with spare parts, and more exactly, a method for forecasting the demand for these
elements, its implementation in real conditions and assessment of its application effects.

2. SIGNIFICANCE OF AN EFFICIENT METHOD FOR THE
SERVICE STORE SUPPLY

Providing possibilities for making a big number of repairs in a relatively short time
(generally accepted standard is 48 hours from the moment of the device registration in
the service to dispatching it to the user) with achievement of appropriate financial effect
is a pretty difficult challenge. Each of the process critical elements is responsible for
keeping the expected index (Turn Around Time) that is the time in which the device is
present in the service. When the term fails to be kept for a number of times it involves
loss of trust and good relations with the equipment manufacturer. This is affected by the
following factors;
¢ failing to deliver the repaired device to the user on time,
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o higher costs of the user service,
o additional costs due to equipment exchange for new forced by a given situation or
due to compensation payments in the moment of the user resignation from the repair.

To avoid such a situation it is necessary to provide a proper level of the service
operation elements. These include:
e human resources,
¢ supply with operating materials (e.g. packages),
e supply with spare parts.

The last element, and more precisely, forecasting the demand for spare parts, is the
subject the present analysis.

In practice, there often occur situations when there is shortage of many parts for
the most popular models of devices in the moments when they are urgently needed. It
happens so because of the lack of an efficient method for forecasting the demand for
elements. This problem mainly occurs in case of new models of devices in the time
when they are being increasingly used. On the other hand, for models which are getting
out of common use, the spare parts accumulate to such an extend that it is not possible
to utilize or sell them. Apart from the listed negative effects for the producers and
relations with them, there occur problems disrupting operation of the service itself. Each
device- regardless of the fact whether it has spare parts in stock or not, has to be verified
in terms of its series number consistence, accessories and a diagnosis must be made.
When it turns out that the needed element is missing this device must be additionally
prepared for storage until the delivery of necessary elements. This takes time, space and
means.

Solution to these problems is one of the main goals of persons responsible for the
service point efficient operation and improving its effectiveness. These actions have been
exemplified on the basis of repairs of digital cameras, electronic digital frames, picture
printers and pocket video cameras, performed in a service store located in Bydgoszcz.

3. FORECASTING THE DEMAND FOR ELEMENTS NECESSARY
FOR SERVICE

Manufacturer of devices which undergo a repair provides the service with
information concerning a monthly supply of equipment and the spectrum of these
devices supplied models. It seems that such data is out of use for forecasting the
demand for a particular spare part as they it does not provide useful information
directly, apart from the information on human resources and the company profits.
However, after a thorough analysis of the data and its calculation, it can provide basis
for prediction of all actions to be taken as well as a reliable point of reference.

The issue of forecasting supplies in a traditional service model is of complex
character and requires an analysis of many factors which have an impact on the number
of ordered supplies. One of the most important elements of this process is the model
lifetime.

For each device mode! the most important parameter is the time of its existence on
the market (in sale) which is reflected by its presence in supplies of equipment to be
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profitability of guaranty repairs. The factor must be taken into consideration for better
understanding of the forecasting system and its implementation.

Another important aspect that must be accounted for is the assessment method of
the demand for spare parts. Here, a quantitative or share analysis can be applied. One of
the first problems that occur while using a quantitative analysis for elaboration of a
prognosis method is variability of the number of supplied devices. Depending on the
season, the number of repairs varies significantly, according to the data available, the
differences reach even several dozen percent. Thus, it is difficult to use it for predicting
the demand for necessary elements. This would be possible only if the total number of
supplies became constant for each month of the year.

A factor that enables observation of the tendency regardless of different quantities
of supplies is the share approach. It involves determination of a given model supply
quantity quotient coefficient called ‘a share’, in relation to the total supply quantity of
all models of devices in a given month.

This has been illustrated in the below presented example concerning supplies in
the period between 2009 and February 2010.

0,00%

0
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Fig. 2. Comparison of variability of quantitative approach with the share one

On the basis of observation of quantitative changes it can be said that there starts
the final time for a given product. In the meantime, a chart of shares shows something
else, stagnation reaches the highest values. Fluctuations range to 0.5%. When the
supplies increase in the spring, share based forecasting will anticipate it. The result of an
analysis with the use of the quantitative approach would be expected, further, significant
falls which would result in the lack of spare parts for most of devices of a given model.

The forecasting method of a demand for elements which is still quite widely
applied is based on a simple calculation concerning only spare parts without accounting
for any other factors. Data on the wear of parts from the three preceding months is being
collected, and the mean is being calculated. This mean provides basis for making an
order for a manufacturer.

For comparison of both forecasting methods an element called ‘COVER AY’ — battery
plate new design’ of a C180 model present in repairs for the last three months (usually an
intensive increase in the quantity of supplies starts then) has been used as an example.
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Table 1. Comparative analysis of forecasting methods

Month 0906] 0907 0908 0909 0910| 09 11| 0912 1001] 1002
Quantity of supplies 7 24 34 69 60 78 49 95 117
Share 0.07%| 0.24%| 0.33%| 0.59%]| 0.68%| 1.07%| 0.87%| 1.76%| 2.46%
Monthly forecasting off 436! g783| 6628 5960 5762| 5786 s660| 4753 5874
supplies

Demand forec_astmg in < < < 8 15 19 25 2 2
terms of quantity

Demand forecasting in « < « 8 17 18 28 33 61
terms of share

Real use 2 9 12 25 21 28 17 34 42

If for the first three months of forecasting the differences between both methods
are slight, they become clear once the model enters the period of intensive development.

Table 2. Comparison of the forecasting systems accuracy

Summary Summary Summary
2009 09 —2009 11 2009 12 -2010 02 2009 09 —2010 02
Quantity  |Error Quantity  |Accuracy Quantity  |Accuracy
Demand
forecasting 42| -41.7% 73 -21.5% 115 -31.1%
quantitatively
Demand
forecasting  in 43| -40.3% 122 +31.2% 164 -1.8%
terms of share
Real use 74 93 167

Data covering the analyzed forecasting time gives a picture of differences in
operation of both methods. In the stage of an intensive increase the share forecasting is
of great advantage, that is, progression of predictability. In this way it is possible to
compensate inaccuracy of prognosis which occurred during the trend formation. The
period from September to November was closed with a similar, quite low accuracy. In
the next three month the period a change can already be seen. The share forecasting
exceeds a current demand by 30%, compensating, however, the previous prognosis
which in effect provides accuracy similar to the equipment real needs. Quantitative
forecasting does not, due to its nature, provide any significant correction.

In the chart Fig. 3, a comparison of prognosis with verifying them real data, has

been demonstrated.
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Fig. 3. Comparison of prognosis with real data

Thus, a conclusion can be formulated that the share forecasting has the ability of
immediate reaction to the trend changes.

An important element for the forecasting system is the use of the trend line
(it is a monotonic component in the model of dependence of the component statistic
feature on the time of a given phenomenon observation).

Having accepted the assumption that data on the quantity of a particular model
supply and their share are known, it is possible, on their basis, to make a prognosis using
its graphic image. From the point of view of statistics, in order to make any prediction, it
is necessary to have at least three measurement points (e.g. observation summing up three
months). Having this data one can take up the most important action. On the basis of a
current data analysis, the line of trend is determined , that is, an approximating line which
is a kind of averaging whose aim is to define the general trend for the available set of data.

Basing on the determined trend line in the scope of the determined data it is
necessary to increase its continuity by another period.

In this way current tendency is used for prediction of the studied value.

The line trend (in black) shown in the above figure (Fig. 4), built on the basis of
real values (in blue) was used for definition of model C180 share in supplies in March
2010. There is the question of choice of the kind of the line. It is possible to choose
from several kinds of lines( linear, multinomial, exponential). In the initial phase of the
system creation it was found that the best appropriate in terms of accuracy is the line of
multinomial approximation one:

The choice of the multinomial degree mainly depends on such factors as:

e The model life phase. The longer it is repaired (the more measurement data) the
higher degree of the multinomial ensures better approximation.

e Intensity and fluctuations of the share. Drastic changes in this range can even cause
a necessity of using high degrees in the early phase of life.

e Expected changes of the trend. Observing oscillations, it is possible to infer what
changes will be likely to happen in the nearest time (e.g. switching a rising trend to a
lateral or decreasing one, where the rising trend means an increase in a variable in
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With a mass character of being made repairs, forecasting of the number of spare
parts indispensable for the store operation is subject to laws of statistics. Each model
has faults characteristic for itself which involve replacement of precisely defined parts.
Due to recurrence, it is possible, here, to make use of the share approach, but it will
refer only to selected parts. This index is calculated in a different way. In this case, a
ratio of the number of used parts to the number of repairs performed in the studied
period, is taken into consideration. Hypothetically, this time could be relatively short
e.g. three months. However, it should be considered that despite of forecasting accuracy,
there can occur situations when a part is missing for a longer time, e.g. because of its
manufacturer’ s fault, as they did not provide sufficient supplies at the moment the
device was launched on the market. This factor can distort prognosis for a few
following months. For this reason, a longer time e.g. 12 months, should be accounted
for. This time is sufficient for compensation of some periods of a part unavailability as it
enables, to some extent, flexibility of the parts wear division and minimization of the
seasonal impact on the demand for spare parts. The mean life time for devices which
were used for this analysis is from one and a half to three years. Thus, if during this time
there will occur changes within the spectrum of appearing defects it on an every time
basiswill be possible to be defined to a limited degree.

Table 4. Comparison of shares of C1013 model parts

Model Part Part name Completed Amount The share
number repairs used parts | parts
C1013 | 2F7112 { MONITOR LCD - AUO VIJ 2828 111 3.93%
C1013 | 2F7480 | MONITOR LCD — Wintek 2828 18 0.64%
C1013 | 3F6204 | Fuse — 1.25A 2828 1 0.04%
C1013 | 4F8467 | BOARD — main, for Wintek LCD 2828 18 0.64%
C1013 | 4F8468 | BOARD — main, for GPT LCD 2828 54 1.91%
C1013 | 4F8569 | HOLDER — monitor LCD 2828 3 0.11%
C1013 | 4F8571 | BOARD AND FRAME AY — switch 2828 20 0.71%
C1013 | 4F8572 | BOARD AND STROBE AY — power 2828 200 7.07%
C1013 | 4F8580 | COVER AY - front, silver, C1013 2828 95 3.36%
C1013 | 4F8581 [ COVER AY - back, silver, C1013 2828 144 5.09%
C1013 | 4F8582 { DOOR AY - battery, silver, C1013 2828 22 0.78%
C1013 | 4F8583 | LENS AY — with CCD 2828 351 12.41%
C1013 | 4F8584 | BOARD — main, for AUO LCD 2828 318 11.24%
C1013 | 4F8594 { MONITOR LCD — GPT 2 LED 2828 15 0.53%
C1013 | 4F8651 | LENS AY — without CCD 2828 167 5.91%

The above presented Table 4 shows exemplary calculations of the part share.
Having this data it is enough to multiply it by the planned numbers of the model
supplies.
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Table 5. Visualization of the demand for spare parts

Model El?rr:lber Share * oE;t;;{ar:sted number | _ Part forecasting
C1013 2F7112 10.03930 |* 143 = 6
C1013 2F7480 ]0.00640 | * 143 1
C1013 3F6204 ]0.00040 |* 143 = 0
C1013 4F8467 10.00640 |* 143 = 1
C1013 4F8468 10.01910 |* 143 = 3
C1013 4F8569 ]0.00110 |[* 143 0
C1013 4F8571 [0.00710 |* 143 1
C1013 4F8572 10.07070 |* 143 = 10
C1013 4F8580 10.03360 |* 143 =

C1013 4F8581 ]0.05090 |* 143 = 7
C1013 4F8582 10.00780 |* 143 = 1
C1013 4F8583 ]0.12410 |* 143 = 18
C1013 4F8584 10.11240 |* 143 = 16
C1013 4F8594 ]0.00530 |[* 143 = 1
C1013 4F8651 ]0.05910 |* 143 = 8

This provides a rational number of particular parts which will be necessary to
ensure the model repairs in the next month.
Determination of the number of necessary parts is not the final stage of the order
creation. These factors also have to be accounted for:
— warehouse states, that is, the number of parts which are already in stock. They must
be substracted from the so far done calculations,
— demand for devices whose repair has been stopped until delivery of spare parts, that
is, devices for whose repair necessary spare parts were missing already before
preparation of an order. These values must be added to the calculations.

The discussed analysis has provided basis for elaboration of a program to be used
by companies for forecasting supplies to be implemented in the company network
server. Many protections have been created as well as they provide security for data
storage, so that an unauthorized person will not have access to it.

The main source of all kinds of data used In the system operation is an
administered by the company system of database applications, being the basis of
reporting all actions happening every day. These include: the device registration,
registration of the part, their location in the warehouse , the repair, wear of components,
performance of different tests, protection of accessories, gathering data on the
performed deliveries, inventory invoicing and financial matters.

The program provides the following possibilities of revision of the devices and
their components in the quantitative and share approach:

e review according to months — displays a list of all devices registered In the assigned
period,

¢ review according to models — displays a list of all items of the device given model
whose name has been entered into the field of the form,

» comprehensive review — displays a list of all registered devices without any limiting
criteria.
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The planned total number of supplies In term of particular months of the current

year. Warehouse states are reviewed:

e according to the models, which displays a list with all data on a given model part
share,

e according to the part number, which displays information on the share of a particular
part,

e according to the part type, which makes it possible to look over a Table in terms of
module types, which is expressed by search of the attribute,

e comprehensive review, displays a list of all data on all parts share with no limiting
criteria.

5. CONCLUSIONS

The idea of the proposed method for forecasting a demand for spare parts has been
tested in comparison with the already existing prediction method.

According to expectations, the system improved the quality of the service supply
during a few months to such a degree that repair arrears due to insufficient number of
orders were made up. There also followed another significant change. Earlier the orders
had been sent twice a month, since then once a week. To justify this, was presented a
comparison of real data on forecasting supplies of models and their actual quantities that
were provided for repair in March 2010. Seven models of cameras were taken into
consideration, whose supplies were the biggest, being thereby the most significant part
of this segment.

Table 6. Comparison of supply prognosis of models with actual numbers of supplies in March 2010

Modet C140 |C180 |C182 (CI90 [C813 |C913 1C1013

Forecast quantities 149 108 48 84 108 191 90
Number of actual supplies 169 133 48 94 83 177 125
Accuracy of prognosis [%] 88.39| 80.86| 99.58| 88.99| 129.58 108.02| 71.70

This result proves that the system makes it possible to achieve fairly good
accuracy and efficiency which are dependent on appropriate prediction of demand for
materials necessary for regular operation.

The above listed improvements have contributed to the corporate image better
reputation both in the eyes of the manufacturers and customers. It also increased its
reliability as well as and the quality of repairs and trust of cooperating companies.
Having rationalized the process of supply made it possible to focus attention and means
on making further improvements upon other elements of the offered services.
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PROGNOZOWANIE ZAPOTRZEBOWANIA NA CZESCI ZAMIENNE

Streszczenie

W artykule zaprezentowana analiz¢ poréwnawcza réznych metod prognozowania
zapotrzebowania na czesci zamienne w punktach serwisowych. Przedstawiona analiza
zostata praktycznie zweryfikowana w oparciu o rzeczywiste dane pochodzace
z jednego z punktéw serwisowych. W pracy przedstawiono wplyw réznego typu
czynnikéw od ktérych zalezy zapotrzebowanie na okreslone czesci zamienne.
Poréwnano dwie podstawowe metody predykcji: ilosciowa i udziatowa. Zapro-
ponowano modyfikacje w metodzie udzialowej uwzgledniajace dodatkowe czynniki
jak np. ilosci poszczegolnych czesci znajdujace sie w magazynach czy koniecznosé
dokonania zalegtych napraw.

Stowa kluczowe: prognozowanie zapotrzebowania, metoda ilogciowa, metoda
udziatowa
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Summary: The paper presents an analog four-quadrant transconductance multiplier de-
signed in CMOS technology, suitable for low voltage and operating at high-speed.
The transconductance multiplier with Gilbert-like architecture uses a cascade of a
combination of two linear current dividers implemented by means of the differential
pairs to produce a linear dependence between the tail current and the two output cur-
rents. To adopt the circuit for low voltage, simple current mirrors have been applied to
couple the first- and the second stage of the current dividers cascade. High-speed op-
eration is possible thanks to simple architecture of building blocks using RF CMOS
transistors with sufficiently large biasing currents. A complete circuits schematic with
input driving peripherials, as well as simulation results of entire multiplier have also
been presented.

Keywords: analog VLSI, four quadrant multiplier, CMOS

1. INTRODUCTION

The analog multipliers are versatile building blocks, desired in many applications
including continuous time signal processing, automatic variable gain amplifiers, neural
networks, and as mixers and modulators in communication systems. They are widely
used in contemporary VLSI chips for modulation/demodulation, other non-linear opera-
tions including division, square rooting as well as frequency conversion.

The most popular implementation of a four-quadrant multiplier, proposed in the
bipolar technology in late 1960°s [3], is the famous Gilbert cell, which is still the back-
bone of many different improvement architectures of the contemporary multipliers. The
Gilbert cell can be considered as a combination of linear current dividers, implemented
by means of a two stage cascode of differential pairs. Each of the differential pairs pro-
duces a linear dependence between its tail current and its two output currents. The out-
put currents difference ic; — i, for bipolar long tail pair is given by:

i) — ey = 1-1gh(vder) =1 - v/ Qr )]
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where @r is the thermal voltage, / is the tail current of the differential pair; for small
input differential voltage tgh function may be approximated by its argument itself.

For the bipolar differential pair, linearity with respect to / is guaranteed by the linear
dependence g, versus / (g,, is the transistors’ transconductance), which holds with accura-
cy over an { range of several decades. Linearity with respect to the vy port, for the “upper”
stage of the Gilbert cell, is obtained by proper pre-distortion of the input voltage.

In contrary to bipolar technology, long channel MOSFETs based Gilbert cell im-
plementations have another features. Using the square law relationships (valid for long
channel MOSFETS in strong inversion), the currents difference ip, — ip; is given by:

O N I )
11)2—11)1=5"B IX B ,2X ~vyyB-/ (2)

The approximation used in (2) is also valid only for small differential input voltage.
Linearity with respect to [ is not guaranteed, because opposite to bipolar devices, a long
channe]l MOSFET’s transconductance depends on the square root of the bias current:

’ w1
8m =4 20nCox I3 D (3)

and this relationship points that input signal of the long channel MOSFET counterparts
of Gilbert cell is much more limited and the output current swing may be only very
small fraction of the bias value. Of course it is possible to use the body driven, or weak
inversion MOSFETS structures [7] to imitate bipolar devices, but in this case we obtain
significantly worse frequency response, and very small usable output current range.

Contrary to a long channel MOSFET, for the short channel one, the V; — I, rela-
tionship becomes rather linear than square-type, especially for higher drain current. If
the difference V; — V;/L becomes significantly larger than E,, (being the field at which
carrier velocity drops to half the value extrapolated from low-field mobility, the drain
current approaches the value of:

1, C, . .
Ip :LzﬂW(VGS V7 )E 4)
and thus short channel MOSFET transconductance is proportional to the drain current:

uncox [D [D
&m = WEy = — = (5)
" 2 T WVas V) Via

and consequently differential pair comprising such a MOSFETs may have properties
similar to that of its bipolar counterpart.

Anyway it should be noted, that CMOS implementation of Gilbert cell architecture
— double cascode of differential pairs combination comprise a stock of at least four
transistors in the saturation region and therefore its supply requirement usually touches
and sometimes even exceeds allowed value for most of contemporary CMOS processes.

In the paper we present four-quadrant transconductance multiplier in Gilbert-like
architecture using a two stage cascade of a combination of the differential pairs with
short channel MOSFETs. The complete implementation including driving circuits, suit-
able for low voltage and high speed operation have been also presented.
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2. PRINCIPLE OF OPERATION

Fig. 1 shows a block diagram of a four-quadrant transconductance multiplier in
Gilbert-like architecture, implemented as a two stage cascade of a small signal trans-
conductors combination. This block diagram follows the idea presented already in [4]
more recently used also in [2]. In our solution however, current mirrors have been ap-
plied to transfer two output currents of the first transconductor to next stage ones, as tail
currents of two differential pairs. The output currents of the first stage fully differential
transconductor, /; and 7, in Fig. 1, are related to a common mode current /gg and a dif-
ferential component G,vy, according to:

lss 1 Igg 1
L="354—G,vy; [ =35 -=G,vy . 6
122mVY222mY (6)

These two outputs currents, coupled by simple current mirrors, create the tail cur-
rents for the two small signal transconductors in the next stage of the current divider,
which are controlled by vy input voltage and have transconductances of g,. From (5)
and (6), we easily get the output differential current of the multiplier:

iour =iourt —ioura =(I3 + 16)-(I4 +I5)=

=(13—14)—(15—16):—vaYvX ™
VDsat

+ e 1OUTI
= loutz

Fig. 1. Block diagram of a four-quadrant transconductance multiplier in Gilbert-like architecture

The block diagram of Fig. 1 has been implemented with transcoductors based on
differential pairs with CMOS transistors biased with sufficiently large currents. The
schematic of the proposed multiplier circuit is shown in Fig. 2. Because the proposed
solution of the multiplier architecture is dedicated rather for high frequency applica-
tions, therefore the driving of all the differential pairs should be symmetrical. To
achieve this, the additional inverting voltage amplifiers for vy and vy signals have been
applied.
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Fig. 2. The schematic of the proposed multiplier circuit

They have the form of simple CMOS inverter (M1, M2) with complementary di-
ode connected transistors load (M3, M4) (Fig. 3). From small signal perspective this
circuitry is a transconductor loaded with the same transconductor with shorted input and
output ports. Thus resulting voltage gain is 1.
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Fig. 3. The schematic of the auxiliary inverting voltage amplifier

It is known that n-MOS conventional long tail pair has better performance (in
terms of input swing and linearity) if common mode of the input signal is shifted closer
to VDD, especially for lower supply voltages. Therefore M5 transistor has been added
(Fig. 3) to perform an appropriate signal conditioning. On the other hand the possibility
of aforementioned level shifting may be used for classical offset compensation. The

output offset is a consequence of an unmatched threshold voltages of p-MOS and n-
MOS in the inverter.

3. SIMULATIONS RESULTS

Circuit-level design and simulation, circuit layout, post-layout verification for
UMC’s 180 nm CMOS process has been done on the base Foundry Design Kit in the
Cadence DF II environment, available via EUROPRACTICE.
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DC Response
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Fig. 5. Simulated DC characteristics of auxiliary voltage inverter
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Fig. 6. Small signal characteristics: magnitude and phase of auxiliary voltage inverter

Fig. 7 shows the DC transfer characteristics families for the complete multiplier
circuit: ipyr = f(vy) while vy = const and Fig. 8 ipyr = f(vy) while x = const, respectively.
In both cases, one input voltage was swept from —100 mV to 100 mV, while the other
one was stepped from ~100 mV to 100 mV by 50 mV.
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DCResponse
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Fig. 7. Simulated DC transfer characteristics families of the complete multiplier circuit:
iour = flvy)@vy = const

Comparing this two families of curves, shown in Fig. 7 and 8, we see, that transis-
tor’s transconductances of the differential pair for input vy signal are proportional to
their drain currents and guarantee a linear dependence between the differential pair tail
current and its two output currents. To meet this condition, the tail current of the differ-
ential pair for input vy signal is equal 1.4 mA and RF transistors with minimum channel
length L. = 0.18 um have been applied.

The transfer characteristics of the multiplier are linear in the range from —100 mV
to 100 mV (the full differential pair input signal is 200 mV). For |vy, [vy| < 100 mV, the
integral linearity error of the multiplier is less than 0.5%. This value increases to about
1.5% for |vy and |vy| equal to 150 mV; which covers about 16% of the supply voltage.

Total harmonic distortion with 100 mVp_p input signal at either input terminal with
+ 50 mV DC-voltage at the other is less than 0.25% up to 100 MHz and increases to 1%
at 500 MHz.

In Fig. 9 AC magnitude frequency response of the multiplier are depicted. From
simulation in this domain comes that multiplier 3 dB bandwidth reaches almost 1 GHz.
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DC Response
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Fig. 8. Simulated DC transfer characteristics families of the complete multiplier circuit:

iour = f(vy)@vy = const
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Fig. 9. Simulated AC response of the whole multiplier

Fig. 10 shows transient simulation results for different frequency sinewaves attached
to both inputs — and we observe modulation of 100 MHz carrier by 2 MHz signal.
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of 1 GHz. The described implementation requires a stock of at most three transistors in
saturation region, so it is well suited for low voltage applications.

Both aforementioned features make our proposal an intersting alternative for an-
other already known circuit solutions. The circuit has been sent for manufacturing by
Europractice, we received back the fabricated prototypes and preliminary measurements
confirm the proper operation of the circuits. An extended test plan including offset,
temperature drits as well as HF performance measurements is currently in progress.
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NISKONAPIECIOWY SZYBKI CZTEROCWIARTKOWY
TRANS-KONDUKTANCYJINY UKEAD MNOZACY
W TECHNOLOGII CMOS

Streszczenie

W artykule zaprezentowano szybki niskonapieciowy czteroéwiartkowy uktad mnozacy
zaprojektowany w technologii CMOS. Architektura uktadu oparta jest o strukture typu
Gilberta. W uktadzie zastosowano kaskadowe potaczenie dwoch stopni transkonduktan-
cyjnych zrealizowanych w oparciu o pary réznicowe. Aby uktad moégt pracowaé w za-
kresie niskich napig¢ zasilajacych poszczegdlne stopnie zostaty sprzegniete przy pomo-
¢y prostych luster pradowych. Duza szybkos¢ dziatania zostala osiagnieta dzigki prostej
architekturze uktadu oraz zastosowaniu tranzystoréw RF pracujacych przy odpowiednio
duzych wartosciach pradow. W pracy zaprezentowano réwniez wejsciowe niskonapie-
ciowe bloki pomocnicze oraz wyniki symulacji kompletnego uktadu mnozacego.

Stowa kluczowe: analogowe uktady VLSI, czteroéwiartkowy uktad mnozacy, tech-
nologia CMOS






