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AN ANALYSIS OF THE APPLICATIBLITY OF “HOT-POTATO”
ROUTING IN WIRELESS SENSOR NETWORKS USED IN ENERGY
CONSUMPTION MONITORING SYSTEMS
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Summary: The subject of this paper is analysis of possibility of application “Hot-
-Potato” protocol in the Wireless Sensor Networks (WSN), which can be used to
collect, store and process data obtained from the media consumption meters.
Authors propose to use this protocol on account of its low energy emission and
small memory capacity while ensuring the high reliability. To perform this
analysis the elements of graph theory were used.

Keywords: WSN, Hot Potato protocol, graph, spanning tree, adjacent matrix,
diameter, average path length

1. INTRODUCTION

Dynamic development in the field of wireless transmission technology has aroused
interest in building sensor networks. A wireless sensor network (WSN) consists of many
cheap and small-sized energy efficient devices, located over a certain area in order to
accomplish a common task [6, 10]. These networks can perform a variety of functions
connected with monitoring of different objects, collecting data from recording devices;
they can also be used in industry as well as for collecting media consumption data by
companies supplying users with electricity, gas or water. In the last case, application of the
above mentioned technology enables automatic, remote reading of a medium consumption
by a user, which not only reduces employment costs but also provides users with service
and comfort (no need to wait for the collector, improvement in the security thanks to
elimination of the risk of being intruded by unauthorized persons).

The basic element of a sensor network is a node consisting of a sensor monitoring
the medium consumption, including processor with limited computing possibilities and
a battery or an external power supply (the node is assumed to take a small amount of
energy). Another task, apart from the main one which involves data recording, is to
transmit it over the radio path to a given node (acquisition center) and also, if necessary,
transmit information coming from/to other nodes.
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A typical node of WSN consists of an antenna, a microcontroller, a transmission —
reception system and a sensor. Nodes of different networks can vary considerably from
each other (it results from a variety of tasks to perform); however it is possible to
distinguish some elements they have in common. These elements are: measurement
module, calculation module, transmission module, supply module and operational
system. The task of the measurement module is to collect information gathered by the
node. The measurement results, in a digital form (analogue signal is converted into
digital one), are transmitted to the calculation module where they are transformed. The
calculation model consists of a microcontroller or microprocessor with memory and
plays the most important role in cooperation with microprocessors. The transmission
module receives and transmits information between the network nodes. The operational
system, being the processor central part, manages and controls all the above mentioned
modules, enables data transmission between them and monitors their operation.

Most frequently, one module of the sensor network is distinguished and it
constitutes the acquisition center. Its task is collecting, storing and processing
information coming from each of the sensors belonging to the network. The node
equipment is much more developed and the processor possibilities are significantly
better than those of the standard node.

Two main features of sensor networks are: connectivity and coverage [11].
Connectivity means the ability of data transmission between all nodes of the network on
the condition that it is being able to provide possibilities to transmit information
between adjacent nodes (which results from low radio powers generated by sensors),
whereas coverage means capability of gathering information from the assigned area.

While building a sensor network it is necessary to account for factors that have
a significant influence on the design process and later on its operation. These include:

- Fault tolerance. Some nodes of a sensor network can be unfit for use due to lack of
energy, physical contamination, or environmental impact. However, such a situation
should not affect accomplishment of the network basic task.

— Scalability. A sensor network can consist of hundreds or even thousands of sensor
nodes. For this reason, applications must be designed in such a way that they will be
able to operate with a big and variable amount of nodes.

— Production costs. As it has already been mentioned, sensor networks are most often
made up of a large number of nodes, thus the cost of a single node has a big
influence on the total cost of the whole enterprise.

— Work environment. Sensor networks can operate in various, sometimes extreme,
conditions, therefore, the nodes are required to meet very high standards connected
with resistance to interference and disruption by external factors.

—  Transmission medium. Most frequently communication between nodes is carried out
by means of radio waves, though transmission using infrared radiation or optical
medium is applied as well.

— Power consumption. In sensor networks using a wireless medium the power intake
is of great importance. Sensor nodes are based on microelectronic subsystems must
be equipped with a source of electrical energy of limited power since in many cases
there is no possibility of its frequent exchange, therefore, the battery life time largely
limits costs and efficiency of the whole network. In multi-hop networks where
information is transmitted by many nodes, this is the node which is the information
source and receiver, and it performs the function of a router. The node turning off or
damaging causes the network topology change and involves the necessity of
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introduction of new routings, that is, reorganization of the whole network operation.
Energy efficiency and its appropriate management need to be accounted for as soon
as in the stage of the network design. Thus, energy efficient solutions for
subsystems, protocols and algorithms are being continuously searched for.

Recently, many communication protocols have been elaborated for WSN
networks, where the basic assumption for their design is to solve the problem of a long-
term node feed [10]. In typical networks, the choice of the route is made in such a way
that it is possible to transmit information with possibly smallest total emitted energy
with intermediate nodes being uniformly loaded by energy, over the whole time of the
network operation. In WSN networks used for building energy consumption monitoring
systems, the energy efficiency problem does not appear in most cases. Therefore, in
such systems energy inefficient (with high energy consumption), simple routing
protocols can be used, e.g. protocols of the type ‘Multi-hop by Flooding’.

Acceptance of this kind of solution has two advantages — it provides highly
reliable transmission involving possibility of simultaneous transmission of packets
through different routes and makes it possible to reduce requirements concerning the
capacity of memory installed in the sensor node. The advantage is of special importance
as in systems of remote readings it is necessary to have increasingly higher capacity for
implementation of more and more complicated coding algorithms. Additionally, the
biggest part of memory RAM has to be designed for transmission-reception buffers
which are the effect of transmission of packets with increasing length that must be
handled by WSN networks.

Despite the advantages there is a certain drawback of protocols of the type *Multi-
hop by Flooding’ which, in combination with the assumption of a wider application of
the discussed network, limits its use possibilities. This drawback is its high protocol
emissivity amounted w - 1 for a network containing w number of nodes.

For this reason, the authors of the paper focus on an analysis of possibilities of
using ‘Hot-Potato’ (HP) protocol. Advantages of this protocol are reflected by its below
mentioned features:

— It is a reliable protocol as in the process of choosing neighbors, the node chooses
only those adjacent nodes which ensure small probability of information transfer
€ITOr OcCcuITence;

— Despite redundant number of hops, HP protocol is of low emission character
because:

o Itis a connectionless protocol ( path does not need to be formed);

¢ In a given moment, only one node of the whole network can be in the state of
transmission;

* Alternative routes are not set up (as it is done, e.g. in Multipath-Based Routing).

— It needs relatively small capacity of RAM memory as package buffering is not
required, and there is no need to know the whole network topology and memory has
only the list of neighbors recorded.

— Packages are transferred fast as during the package transfer, delay time is not
required,;

— Does not require complicated, fast and highly developed equipment;

— Is of non-collision character.
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The analyzed network consists of 7 nodes and is described by the following
adjacency matrix:

01 10000
1001000
1000110
[4M]=|0 1 0 0 0 1 1
0010010
0011100
0001 00 0

The exponentiation of adjacency matrix allows to calculate the number of routes
with length I which connect two random vertices of the graph (a route is an alternate
series of nodes and edges in which each node and each edge can appear many times and
the number of edges forming a given route defines its length [9]). Thus, the number of
routes with length 2 is defined by the second power of matrixes [AM]?, [AM]t —
number of routes with length 3, and so on.

2001110 0341121
0210011 3014210
0131110 4122451
[aMF=[1 01 31 0 of [aM=[1 4 2 0 1 5 3
1011210 1241241
11101 31 2155420
01 000 1 1] 1 01 31 0 0]

(7 1 3 6 6 6 1]

17 6 1 2 7 4

3613 7 7 8 2

[aM]'=l6 1 7 12 7 3 0

6 2 7 8 7 1

6 7 8 3 7 14 5

1 4 2 1 5 3]

The obtained calculation results provide a lot of useful information.

— Each matrix row defines the number of routes with length /, connecting the node
with the number corresponding to the row number, with the remaining nodes (also
with itself).

—  If the matrix element amy, for the first time, assumes value different from zero for
the matrix power equal to /, it means that the minimum length of the path linking the
i-thnode with the j-thoneis L

— On the basis of obtained results it is possible to determine the graph diameter and
the average path length.
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Diameter of a coherent graph is the distance between two most distant vertices of
the graph, that is, the smallest number n such that two randomly chosen vertices are
connected by a path consisting of maximum » edges. The diameter is defined by the
expression:

d(G) = maxv,v, {dmin (vl ? vj )} . (1)

The average path length of the graph is defined as the average number of the graph
edges connected by any two nodes and is described in the following way:

1 w—l w-1
duv = 5 dmin (vi’v') 2
w(w—1) ; ; / )

—  The sum of all elements occurring in a given row of the matrix is a general number
of routes of given lengths that can occur in the analyzed network if a node with the
number corresponding to this row is accepted as the source node.

—  The sum of all elements occurring in the matrix defines the overall number of routes
of given lengths occurring throughout the analyzed network.

In order to simplify and shorten the calculation process (through avoiding the
matrix raising to power) it is possible to use repeated multiplying of vector [V]
describing connections between a chosen source node and the remaining ones, that is,
the row corresponding to this node through matrix [AM], that is:

il =[vil [am]
iP =T [am]
3

il =i} [an]
where: j denotes the route length.

In the analyzed example, shown in fig, 1, vectors describing distributions of routes
with lengths 1 to 8, for the source node with number 3, have the form:

V.1 =[0,1,0,0,0,1,1]

v.J =[,0,1,3,1,0,0]

V.] =[1,4,2,0,1,5,3]

v, I =[6.1.7.3,12,7,3]

V.T =[8,18,16, 4,10, 26,12]

[V, T =[34,12, 44,56, 42,30, 4]

[V, =[56,90,106, 46, 74,142, 56

[V, T =[196,102, 272, 288, 248, 226, 46



An analysis of the applicatiblity of “Hot-Potato” routing ... 11

Applying the above observations to the example network, shown in fig.1, it can be
said that:

— Accepting an assumption that the node with number 0 is a source node and the
length of routes is 3, then table 1 describing a set of these routes to destination nodes
has the form:

— Minimal length of the path connecting number 0 node with nodel is 1, with node 2-
1, node 3-2, node 4-2, node 5- 2, node 6 — 3, thus, the diameter of graph describing
this network is 3.

Table 1. Set of routes to destination nodes

Destination node number Sum of
0 1 2 3 4 5 6 routes
0 3 4 1 1 2 1 12
Number of routes

— Average lengths of paths hale been presented in table 2, depending on the accepted
source node.
Table 2. Average length of paths

Source Average length of
node paths
0 1,833
1,833
1,667
1,500
2,000
1,500
2,333

[o L7 RIEN LV R I S oo

The considered method can be applied in the searching for nodes being roots of
minimal spanning trees describing the designed network.

A tree is called a rooted tree if one vertex has been designated as the root. In a
rooted tree there is exactly one path between a randomly chosen node and the root. The
number of edges in a path his called length, a number with one value higher defines the
node level, and the tree height is the highest level existing in a given tree.

To illustrate this, in table 3, there have been given heights of created trees,
depending on the choice of the node number, selected as the tree root.

Table 3. Height of spanning trees

Height of
Source node spannignhg trees
0 3
1 3
2 3
3 2
4 3
5 2
6 3
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3. ANALYSIS OF PROBABILITIES

The above presented network analysis has been used for determination of
probability for the information to reach its destination node from the source node with
a defined route length assumed. The coefficient defining this probability has been
calculated by dividing the vector element specifying the number of routes
corresponding to the chosen node by a summary number of routes with given lengths.

p,(m)= %
’

r

=0

Q)

where:
D.{m) — probability of reaching the i-th node by information, after having
covered the m edge of graph,
¥ — number of routes connected source node and chosen node with length m.

Referring to the considered example, the results shown in table 5 and fig. 3 have
been obtained for source node number 3.

Table 5. Probability of reaching a given node depending on the route length

Route Destination node

length 0 1 2 3 4 5 6
1 0,000 0,333 0,000 0,000 0,000 0,333 0,333
2 0,167 0,000 0,167 0,500 0,167 0,000 0,000
3 0,063 0,250 0,125 0,000 0,063 0,313 0,188
4 0,167 0,028 0,194 0,333 0,194 0,083 0,000
5 0,085 0,191 0,170 0,043 0,106 0,277 0,128
6 0,153 0,054 0,198 0,252 0,189 0,135 0,018
7 0,098 0,158 0,186 0,081 0,130 0,249 0,098
8 0,142 0,074 0,197 0,209 0,180 0,164 0,033
9 0,107 0,138 0,192 0,107 0,142 0,231 0,082
10 0,135 0,087 0,196 0,185 0,173 0,180 0,044

Probability

The presented chart proves that if the route length exceeds value 20 which
corresponds to the time period of the packet presence in the network, the probability of
reaching particular nodes by the information does not change, in fact. Anyway, if node
3 is the source one, then the probability of reaching node 0 by the information is 0.12,
1-0.11,2-0.195,3-0.15,4 - 0.16, 5 — 0.2, whereas, for node 6 — 0.06. This means
that if the packet transferred to a given node will stay in the network for time
corresponding to the time needed for covering the distance of m hops, then it should
reach its destination with probability pre-determined by the above discussed method.
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Table 6. Probability of reaching destination by the packet sent by a given acquisition node

Number of destination node
Hops 0 1 2 3 4 5 6
1 0.000 0.333 0.000 0.000 0.000 0.333 0.333
2 0.167 0.000 0.111 0.611 0.111 0.000 0.000
3 0.037 0.287 0.139 0.000 0.037 0.296 0.204
4 0.190 0.019 0.136 0.446 0.145 0.065 0.000
5 0.055 0.244 0.189 0.031 0.067 0.266 0.149
6 0.185 0.038 0.150 0.359 0.152 0.107 0.010
7 0.069 0.212 0.204 0.065 0.085 0.246 0.120
8 0.174 0.056 0.159 0.308 0.150 0.132 0.022
9 0.081 0.190 0.206 0.094 0.097 0.230 0.103
10 0.163 0.072 0.166 0.274 0.145 0.148 0.031

In order to check the obtained results one can calculate the probability of reaching
destination by the packet from node 3 to node 0 by routes with length of 4 hops.

Table 7. Calculations concerning the packet probability
of reaching its destination

Route Probability
1. 11 1
3-6-3-1-0 —li——_—=
3 32 18
1111 1
3-1-3-1-0 |  ——= =—
3232 36
111
3-5-3-1-0 | = =eoro 11
3332 54
11
3-1-0-1-0 rrrir_1
3222 24
11
3-5-4-2-0 _._.l.l:i
3323 54
s 1020 T1r1_1
3223 36
Result 0.190

The obtained results are similar to the results obtained with the use of the above
presented method and it can be said that the quantities of probabilities stabilize after having
covered by the packet 20 edges of the graph describing the analyzed network (fig.5).

The so far carried out network analysis has not provided any answer to the
question -~ what is the resultant probability for the transmitted packets to reach the
destination node. In order to find the answer probability matrixes were used again
introducing the following modification. If the transferred package reaches its
destination, its further transmission, regardless of the distance it has covered, does not
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4. SIMULATIONS

To verify the demonstrated solution to the problem, a computer simulation
of a virtual network, shown in fig 1, has been performed, calculating the
probability of the packets reaching selected destination nodes, and comparing
the obtained results with the theoretically calculated results. In charts (fig.8) the
above mentioned distributions obtained from tests performed with the use of
a simulation program developed by the authors, have also been given. These
tests have proved the rightness of the carried out studies.

Transmission of information takes place in two directions. Reception of the
packet by a destination node triggers the process of the return packet
transmission which contains information on the node state. Thus, it is also
necessary to define the number of hops necessary for transmission of the return
information from the destination node to the acquisition one. From the
performed calculations it results that the packet, theoretically, should reach the
nodes of the analyzed network with probability 0.95 or 0.98 if the number of
hops is larger than that, given in table 10.

Table 10. Calculation of the number of hops for which the packet should reach the destination
node with the assumed probability

Source node
Probability | Destmation - 1 2 3 4 5 6
node

0 - 3 26 23 28 29 29
i 27 » 30 26 31 30 27
2 17 20 : 21 13 16 2

0.95 3 23 9 22 - 24 % 1
4 30 31 25 31 - 25 32

5 17 I3 12 17 m B 18

6 65 62 66 56 66 64 -

0 - 31 34 37 37 37 38
1 33 - 39 35 40 39 36

2 23 %6 - 27 19 2 23

0.98 3 30 25 31 - 31 29 ]
4 39 40 34 30 - 34 a1

5 2 23 19 21 16 - 22

6 85 81 86 75 86 84 -

Calculation results and the results obtained in effect of carried out
simulations concerning probability of return transmission to node 5, have been
demonstrated in figure 9.
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method, will be equal to the sum of maximum periods of time of the package presence
in the network, for both directions of transmission, with the assumed probability for the
return packet to reach the source node.

Table 11. Calculation of the total number of hops for which the packet should come back to the
sink node with the assumed probability

Resultant Destination Sink node
probability node 0 1 2 3 4 5 6

0 0 47 43 51 58 46 94

1 47 0 50 45 62 48 89

2 43 50 0 45 38 30 88

3 51 45 45 0 55 39 57

0,90 4 58 62 38 55 0 36 98

5 46 48 30 39 36 0 82

6 94 89 88 57 98 82 0

Totalhops | 335 | 341 | 204 | 202 | 347 | 281 | s08

number

Table 12. Calculation of the total number of hops after which the transmitted packet should
come back to the sink node with the assumed probability

Resultant Destination Sink node

probability node 0 1 2 3 4 5 6
0 0 64 57 67 76 59 123
1 64 0 65 60 80 62 117
2 57 65 0 58 53 41 114
3 67 60 58 0 71 50 76
0,96 4 76 80 53 71 0 50 127
5 59 62 41 50 50 0 106
6 123 117 114 76 127 106 0
Totalhops |, 0c 1 448 | 388 | 382 | 457 | 368 | 663

number

There is one more case that should be accounted for, when the transmitted packet will
return to the source node before the assumed time designed for information transmission.
Then, it is necessary to analyze data included in the received packet. If this information
comes from the destination node it means that transmission has been successfully completed
and it is possible to go on to examine the successive node. If the received packet was sent by
the source node, removal of this packet and its repeated transmission with TTL (Time To
Live) value should follow in order to shorten the time of information exchange and increase
probability of achieving the effect of positive transmission.

Probability of occurrence of such a situation can be determined by multiplying
vectors, describing probability for the information sent from the source node to reach
destination nodes, by a modified probability matrix. Summing values of the resultant
vector elements, characteristic for the above mentioned nodes, probability of reaching its
destination node by the transmitted packet and probability of the packet return to the
source node in the function of covered by this packet distance length, can be determined.

For example in table 13, calculated results of the considered probabilities have been
shown in the function of the number of hops for nodes 5 (source) and 3 (destination).
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ANALIZA MOZLIWOSCI ZASTOSOWANIA PROTOKOLU “HOT POTATO”
W BEZPRZEWODOWYCH SIECIACH SENSOROWYCH STOSOWANYCH
W SYSTEMACH DO MONITOROWANIA ZUZYCIA ENERGII

Streszczenie

Przedmiotem niniejszego artykutu jest analiza mozliwoéci zastosowania protokolu
“Hot-Potato” w bezprzewodowych sieciach sensorowych (WSN), ktorych zadaniem
jest zbieranie, przechowywanie i1 obrobka danych otrzymywanych z licznikéw
monitorujacych zuzycie mediéw. Autorzy proponuja zastosowanie tego protokohu ze
wzgledu na niska jego emisyjno$¢ i niewielka pojemnos¢ zastosowanych pamigci
przy rownoczesnym zachowaniu odpowiedniej niezawodnosci. W celu dokonania tej
analizy wykorzystano elementy teorii grafow.

Stowa kluczowe: bezprzewodowe sieci sensorowe, protokol ,Hot Potato”, graf,
drzewo rozpinajace, macierz sgsiedztwa, Srednica grafu, Srednia
dlugosé $ciezki
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ANALYSIS OF THE PARALLEL OPERATION OF THE INDUCTION
GENERATORS WITH CAPACITOR EXCITATION

Zdzistaw Gientkowski

Zaktad Maszyn i Napedéw Elektrycznych, Wydziat Telekomunikacii
i Elektrotechniki
Al Prof. Kaliskiego 7, 85-796 Bydgoszcz

Summary: In the paper the parallel operation of the induction generators with
capacitor excitation is analysed. The most simple methods of paralleling
generators are briefly discussed. A mathematical model for the stationary states of
the generators operating in parallel has been presented. The conditions of the best
use of the power of the generators operating in parallel have been determined.

Keywords: induction generator, parallel operation, stationary states

1. INTRODUCTION

There are various methods of the paralleling of the induction generators with
capacitor excitation [3, 4, 5, 6]. The most appropriate seem to be two methods which
with ideal fulfilment of the connection conditions guarantee a surge-free connection
process [1, 2, 5, 6].

The first method requires the following conditions to be met:

= the voltage of both generators must be equal,

* voltage frequency must be the same,

* the sequence of phases must be identical.

From all these conditions only the third one is obligatory since if is not met then the
state is equivalent to shorting which leads to quick voltage decay and complete
demagnetizing of the machine.

As far as the two first conditions are concerned, they do not have to be strictly
fulfilled. According to the experimental research carried out by the author, with circa 20
percent voltage and 5 percent frequency difference the transient process of the
paralleling of generator lasts for 2 up to 4 periods, and the accompanying current surge
does not exceed the quintuple value of the rated current.

The second method does not require any earlier excitation of the generator to be
paralleled closed. The process of the synchronization of the second generator runs as
follows: first, with the first generator comnected to the common busbars a capacitor
battery of the generator being synchronized has to be connected. This makes some
decrease of frequency and increase of voltage. Since induction generators usually run at
a significant saturation of the magnetic circuit, the voltage increase normally is not high.
Then, the second generator with its shaft revolving with revolutions close to that of
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synchronic 1s connected (as quickly as possible) to the common busbars. The
connection transition process proceeds quickly and with rather small current surges.

The second method is more convenient, however both of them are relatively
simple and no intricate instruments are required. Research on transition processes for
induction generators running in parallel, including connection to the common power
will be discussed in a separate paper.

2. PARALLEL OPERATION OF INDUCTION GENERATORS
IN IDLE MODE

At the analysis of the static states of self-excited induction generators it is
convenient to use a equivalent circuit of T type where reactive elements are expressed
as shown in Fig. 1.

X'ozlez'xm RIZ |£ |1X01=X1'Xm R,

Fig. 1. Equivalent circuit of the induction machine adapted for the considerations (without iron
losses)

In the above diagram the reactance X, and X,’ represent the total flux linkages of both
stator and rotor phases, whereas the reactance X,, the flux linkage of the common

inductance. Following relationships are here relevant:
Xi=Xg+X

Lo (1)

X2=Xea2+X,

where X ; and X’,, are leakage reactances of the both stator and rotor windings.
Assuming this notation simplifies to a degree the relationships obtained at the analysis.

The system of equations describing the two A and B induction generators in
parallel operation in idle mode can be then presented in the form of:

(Ria +iXia )0 + ijAl'ZA -1Xcl=0
SaXmalia ‘(Rz'A “jSsz‘A)z'A =0
(RIB +1X5 )llB + ijBl2‘B -jXc1=0 2)

IspXmelip _(R'ZB _jSBX‘2B Lop =0
Lia+1p-1=0

where:
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X4 A’B;Xlz ap-Riaps R, AB>Xma>X g~ are the parameters of the equivalent circuit of

the A and B induction generators,
X :_(l_) — the reactance of the exciting capacitor phase
o (C, +Cy
with the assumption that the machine
windings are star connected,

the current in the equivalent circuit (in idle

{ it
I
{ it
o]
|

state it equals to the current of one phase of
capacitors.

By solving the first and fourth equation of the system of equations (1) with regard to the
secondary side and substituting the obtained expressions in the first and forth equation
of this system, we obtain:

2
XmaSa

; T llA~jXC1=0
Ria _JXZASA}

{(RIA +1X\a )_

(R +%,5) Xos%s || ix 1-0 3
B tIX ) ————[ip ) Xcl= 3)

Rom _jX'ZBSB

—

La+1p-1=0

After further transformations the system of equations (2) can be presented in the
simplified form:

ZALA _chl: 0
Zplip—iXcl=0 Q)
Ly+Lp-1=0

where:

Z,o=R, +jXA} )

Zp =Rp+jXp

Za and Zg components of impedance in equations (5) are determined by formulas:

anAR.ZASA
(RzA‘)z + (XleSA)Z

)
XmaXoaSa

(RzA.)z +(X'2ASA)Z ©)

2 \
XmBRZBSB

_ (RZB')Z + (X':'BSB)z

2 ' 2
XmeX2BSE

i (RzB')z + (X'zBSB)z

Ro=Rjp~-
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The condition for stable voltage generation in the system composed of two
generators running in parallel can be determined from the system of equations (4). The
mathematical form of this condition is expressed with the formula:

Zy 0 —JXc
0 Zg -jXc|=0 (N
1 1 -1
from which we obtain, that:
Lot i

Taking the left hand side of the equation (8) as a certain substitute Z, impedance we can
form the relationship

Z,=1Xc ®

which informs that in the system of two induction generators operating in parallel in
idle mode the voltage can be generated only when the reactive inductive power
necessary for magnetizing of both generators is compensated by the wattless capacitive
power of the battery of capacitors of the capacity C = C, + Cg.

The frequency of the voltage generated by the system of two generators can be
determined from the equation (8), but it would lead to quite intricate relationships.
Much more simple and accurate enough relationship for the frequency of the voltage
generated in idle state can be obtained by adopting the following simplifying
assumptions:

— slips of the both generators in idle state are equal zero,
— active power losses in the generator system is neglected.

With these assumptions, from (3) we directly obtain, that:
Xia 0 -jXc
0 jXig —jXc|=0 (10)
1 1 -1
By substituting
Xia =L
Xip=olig

and after the calculation of the (10) determinant we obtain the relationship for the
pulsation of the generated voltage o,

an)

O)]:

JLIAL]B (CA +Cg )
Lia+Lip
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and frequency
|

zn\/LlALlB (CA +CB5
Lia+Lig

f, =

(12)

To these expressions the equivalent circuit of the system of the two generators running
in parallel in idle state corresponds, and it is presented in Fig. 2a. Designating the
equivalent generator inductance as

L= LIALIB (13)
Lia+Lop
and its capacity as
C = CA + CB (14)

we obtain the equivalent circuit as in Fig. 2b.

a) b)

Lia7Ca T Cs Jlis L

IL
1
@]

Fig. 2. Equivalent circuit of two induction generators running parallel in idle state — a),
and equivalent circuit of generator — b), (L, ,, L, - self-inductances of the phases of the

stator of generators A and B, respectively)

Now, the frequency of the voltage generated within the system of two generators
operating in parallel in idle mode can be presented with the following, simple
relationship

ol as)

2/ LC

where:
L — the total inductance of the equivalent generator phase, determined by (13),
C the capacity of one equivalent generator phase, determined by (14).
In order to obtain a equivalent circuit for two self-excited induction generators
running in idle mode with commonly used parameters, in equations (2) the substitutes:
Xia = Xioa + Xma
XZA = XZGA + XmA
(16)
Xig = X + X

XIZB = X.ZGB + X
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should be made with taking into consideration that

Lia +I'2A =lga

, an
L+l =Iyp
Then we obtain the system of equations:
(Rjp +iXion )l]A + )Xl —iXcl=0
- (R‘ZA /sp— jX'ZcA l‘ZA +31Xmalpa =0 (18)

(RIB +)XoB )llB + )X mplp —1Xc1=0
- (R'ZB /sg — jX‘chlzB +JXmplog =0

The quivalent circuit presented in Fig. 2 corresponds to these equations.

X ’ X R
924 134 cla 1A 141l

Ris  Xois 7. Xo2m

Fig. 3. The quivalent circuit of the two induction generators with capacitor excitation running in
idle mode

3. PARALLEL OPERATION OF SELF-EXCITED INDUCTION
GENERATORS UNDER LOAD

In general case the relation between the wattless power values of two induction
generators operating in parallel under load can be determined by the equation

(Q-Qioaa)=(Qia + Qi) (19)
where:
Q — the wattless power of the capacitor battery,
Qioad — load wattles power,

Q1. Q1 — the wattless magnetizing power of generators A and B.

From the formula (19) it turns out that the resultant wattless power of the external
circuits, regardless of the load nature, is of capacitive character. Thus, the resultant
impedance of the external circuits is of resistance-capacitive nature, as shown by

Z=R-jX (20)

Then, for the induction generators operating in parallel under load we obtain an
analogous system of equations (2), namely:
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(Ryp + XA )8 + Kpalpa +([R=jX)=0
IsaXmalia _(R'ZA ‘jSAX.zA)l'zA =0

(Ryp +iXip)ip + Xmplyp +(R-jX)N=0 21
JseXmplip —(R‘ZB _jSBX.ZB)!'ZB =0
Lia+lg—-1=0

After the same transformations as for the case of the idle mode we obtain the system of
equations in the form:

Zplia+21=0
Zplig +Z1=0 (22)
La+Lp-1=0
where:
[ X2 \R,8 Xop X283
Z, ={Rip - mAR 2484 P X 2A8mASA
i L " (R'zA)z +(X'2ASA)Z (i (R'zA)z +(X'2ASA)Z
Z, = _R - XmpRopSH i X — XpX npSt
’ | ® (R'ZB)Z + (X'ZBSB)Z (i (R‘ZB)Z + (X‘ZBSB)Z

— impedances of the substitute diagrams of generators,

Z — impedance of the equivalent circuits, determined by (20).

The condition for the stable operation of induction generators running in parallel under
load 1s, that

Z, 0 Z
0 zy z|=0 @3)
R -
or
z
7-—_LaZe @4)
Zpy+Zp
ie.
Z=-2 @5)

The above speculation enable us to conclude that:
— the impedances of both the phases of the equivalent circuits and equivalent generator
are equal with regard to the value, and opposite to the sign,
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- the total resistance of the system is equal zero, which means that the negative
resistance of the substitute generator can be considered as a generating element, the
entire power of which is developed in the equivalent circuit.

— the total reactance of the system is also equal zero, which means that capacitors only
are the source of the system wattless power under the load R and R-L. Their wattless
power compensates the wattless powers of the generators and load powers. The
values of the frequency of the voltage generated, the saturation of the magnetic
circuits, and the slips of the generators become such that the total impedance of the
entire system is equal zero.

The system of equations (21) after taking into consideration (16) and (17) can be
finally put as:

(RIA + X )llA + i Xmakps +(R=jX)[=0

R <! ! .
| =2 - JX2AJl2A +1Xmalps =0

Sa
(Rp + Xip)lg + Xmplp + (R-jx)=0 (26)
| S
-| =22 - 1Xog g + 1 Xl =0
B

Lia+Lp-1=0

The equivalent circuit presented in Fig. 3, where between the points 1 and 2 the
impedance Z=R-jX has been connected corresponds to the above system of equations.
The obtained system of equations (26), after solving it, can be used for the analysis of
the operation of the induction generators running in parallel under load.

4. PARALLEL OPERATION OF THE SELF-EXCITED INDUCTION
GENERATORS WITH THE DIFFERENT ROTATIONAL SPEED
OF THEIR SHAFTS

The different rotational speed of the shafts of the induction generators running in
parallel results in irregular load distribution over individual generators. The
consequence of this is the decrease in the use of the power of generators. One of the
basic issues of the analysis of parallel operation of generators is to determine the
conditions for the maximum use of the power of the system of two generators in various
operational circumstances. This issue constitutes the subject of the next part of this
paper.

The analysis of the operation of two induction generators running with different
rotational speed of their shafts will be carried out with the following assumptions:

— two generators of identical parameters, power, and exciting capacitor battery
capacitance are considered,
— the angular velocity of the A generator shaft is higher than that of the B generator
shaft, i.e.
Oy > Oyp

where w, = const, and wg = const, too.
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The induction machine of the shaft lower angular velocity, depending on the
generator system load level, can run in various operation modes: as generator, idle, and
as motor. If initially this machine was running in the generator mode and the load level
was decreased so that @ = w,, (@ - field angular velocity), then this generator goes to
idle mode. With further decrease of the load the generator goes to the motor operation
mode and it should be disconnected from the common busbars.

In further speculations it is assumed that both generators operate in parallel for the
grid in the entire range of load, i.e. from zero to the maximum possible.

Idle mode
In this mode the field angular velocity o is expressed with the relationship:
1
0= 27)
pVvLC
or
_Wya ;mwB (28)

The later formula shows, that with the assumption ®,4 > 0yg, © > 0,p. Therefore the B
machine operates with additional slip and remains in the motor mode. With |Z]| = oo the
generator system is in idle mode, but individual generators run with the same slip with
regard to the value, and opposite to the sign, and are loaded symmetrically. The absolute
slip value is proportional to the difference Awya = ya — Oup-

Summarizing, it can be stated that in the idle mode, when o,,, = ®,g, the active
power generated by one of the generators is consumed by the other. The corresponding
to this power electromagnetic moment is acting in the direction opposite to the turning
moment of the A generator and accordingly to the direction of the B generator spin.
Thus this moment can be named the synchronizing moment.

Symmetrical load state
The relations between the angular velocities of fields and shafts of generators are
determined by the relationships applied for all operation modes, namely:

Dy a
W=
(1 —Sa ) 29)
o= Wwp

(1-sp)

With the assumption made earlier that w,n > w,s, the A generator slip remains
negative, which means that this generator is always in the generator mode. For working
loads it can be put, that:

S_B:P_B (30)
Sa  Pa

i.e. the slip ratio is then proportional to the ratio of powers developed by the individual
generators.
Neglecting the losses it can be stated that

P, +Pg =P 31)

where P is the power released in the load.
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From (30) and (31) it results that
P
Sp =SA(P——1J (32)

A

As it has already been mentioned above, the slip of the second generator can reach
various levels, depending on the load value. And so with P < P, the active power
balance can be expressed as

P, =Pz +P (33)

which means that the B generator is consuming the active power (sg> 0). With P, = P
the B generator operates in idle mode (sg = 0). With P > P, the slip sg becomes
negative (see formula (32)). Both generators produce active power to the load, and the
power generated by them can be determined by (31). However, the loads of both
generators are not the same. Since P, > Pg, the power of the B generator is not fully
used, and the |sg| value is smaller then the rated one.

The limit slip value for the B generator corresponds to the rated slip of the A
generator. This value can be determined from the formula (32), which in this case can
be expressed as

Pe
Spg = SAN F——l (34)

AN

where P, is the limit value of the power of the generator system at the rated load of the
A generator and it is equal

P, = Pan +Pg, (35)

In the expression (35) Py, is the limit value of the B generator power corresponding to
the negative sgg limit slip.

The considerations presented above show that the closer the sg, value is to the spy
rated value the higher is the index of the use of the energy system.

In order to determine the factors affecting the sp, value we introduce the concept
of the generator power use coefficient

K= P (36)
2PN
which for san , s, slips it will be designated as Ky .
Therefore
K=t (37)
N 2P
which with taking into consideration (35), where
Sp
P Bg ~ —£P AN
SAN
gives us
San +S
Ky = 2AN " PBg (38)
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This means that for [sa| > |san| and |sg< sgg slips the use of the power of generators
decreases along with the decrease of the use coefficient

_Sa +8pg

K 39)

254

In order to define the relationship between the slip of the generators and the
angular velocities of their shafts we introduce the coefficient

k= Owa (40)
('OWB

and use the relationships (29).
By equating the right hand sides of these formulas we obtain

1-5s,
k

sg=1- 41)

This relationship above shows that the best use of the generator power is achieved at
the rated sy slip of the A generator and the corresponding negative sg, slip of the B
generator. Then

spg =1 _l__s& (42)
k
As it can be seen the sgg slip is the function of two independent variables s,y and
k, and in general case it can assume positive or/and negative values, as well as it can be
equal zero. For the concrete generator sy = const, whereas sg, = f(k).
(42) also shows that the sp, assumes negative values when

(l ~SAN ) >k (43a)
or
s an|> k-1 (43b)
where
k—1=2wA " OB (44)
OB

is equal to the relative value of the difference of angular velocities of generator shafts, whereas the
reference value is ©,p. This value can be considered as the slip of the B generator shaft with
regard to the A generator rotor, and expressed as a fraction of the o, velocity.

Conclusion:
The sg, slip is negative if the absolute value of the rated sy slip of generators is bigger
then the relative difference of the angular velocity of the generator shafis.

The use of the second generator (B) at operation in parallel makes sense within the
range of negative slips only. However, with sudden changing of load, when load peaks
exceed the maximum allowable short-term overload of the first generator (A), the
simultaneous operation of both generators to supply the load becomes just reasonable.
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With the

k= 17San (53)
T+say

condition met the power supplied to the load amounts to zero.

Conclusion:

With san = const the use of the power of the induction generators operating in parallel
is the higher the lower is the difference in the rotational speed of their shafts. The
highest indices of the use of the power generated by generators are achieved when sg/
Sa Fatios are positive, i.e. when both machines operate in the generator mode.

With the assumption that k = const the more effective use of the generators
operating in parallel can be achieved when machines of increased slip are used. As the
san slip increases also the sgg/san ratio increases, and in this ratio the increments of the
numerator and denominator are the same. In this case, the improvement on the use of
the power of generators is achieved by increasing the |sg,| slip of the B generator with
the A generator loaded with the rated load (Fig. 9).

a) b)

. Owa

Fig. 9. The impact of the rated slip on the use of the power of the induction generators operating
in parallel with different rotational speed of their shafis for slip ratios: a) spy/san = 0.2,
b) SBg/SAN ~0.3

When evaluating the energy indices of the induction generators running in parallel
the following relationship can be useful:

s
[ﬁj = f(sAN) at k = const
SAN

which is analogous to that presented in Fig. 10.
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rotational speed of shafts or increasing the rated slip with unchanged An,, value
makes the coefficient of the use of the power of machines higher.

The best use of the power of the machines running in parallel with different rotational
speed of their shafts can be achieved when one of the generators runs with the rated slip,
and the second one — with negative limit slip corresponding to the first one. The limit slip
of the second slip is negative when the absolute value of the rated slip of the first
generator is higher than the relative difference of the rotational speed of both shafis.

BIBLIOGRAPHY

]
(2]
(3]

[4]

[5]
(]

Al-Bahrani A.H., Malik N.H., 1993. Stady state analysis of parallel operated self-
-excited induction generators. IEE Proc., No. 140.

Farred F.A., Palle B., Simoes M.G., 2005. Full expandable mode of parallel self-
-excited induction generators. IEE Proc. Electr. Power Appl., Vol. 152, No. 1.
Shibata F., Itoi T., 1960. Analysis of “SK” Generator (self-excited A.C. generator
for ship using new methods of parallel running) and its application. Journal Detail,
No. 100.

Sung-Chun K., Li W., 2004. Analysis of parallel-operated self-excited induction
generators Feeding an induction motor with a long-shunt connection.Electric Power
Components and Systems, Vol. 32.

Wang L., Lee C.H., 1998. A novel analysis of parallel operated self-excited
inductions generators. IEEE Trans. Energy Convers, No. 13.

Zubkov 1.D., 1960. Parallclnaja rabota asinchronnych generatorov ¢ kondensa-
tornym vozbuzdeniem. Trudy Kazachsk. SChI, t. 8, vyp. 3.

ANALIZA PRACY ROWNOLEGEEJ PRADNIC INDUKCYJNYCH
O WZBUDZENIU KONDENSATOROWYM

Streszczenie

W artykule rozpatrzono prace rownolegla pradnic indukcyjnych o wzbudzeniu
kondensatorowym. Omoéwiono krotko najprostsze sposoby wiaczenia pradnic do
pracy réwnoleglej. Przedstawiono model matematyczny pradnic pracujgcych rowno-
legle dla stanéw statycznych. Okreslono warunki najlepszego wykorzystania mocy
pradnic pracujgcych rownolegle.

Stowa kluczowe: pradnica indukcyjna, praca rownolegla, stany statyczne
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APPLICATION OF THE COMBINATORIAL SEQUENCING
THEORY FOR INNOVATIVE CODED DESIGN OF SIGNALS

Wiodzimierz Riznyk, Grzegorz Meckien
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Summary: The paper deals with coded design of signals of remarkable correlation
quality or minimizing of codes with respect to correlation function owing to the
best spatially distributed impulses of coded signals. The method based on applica-
tion of remarkable properties of particular combinatorial structures called “Gold
Numerical Rings™ (GNR)s, provided to simplify finding the optimal variants for
synthesis of the signals is described. Method for coded design of the signals using
GNRs, can be well applied in electronic engineering, control systems, telecom-
munications and radio-engineering.

Keywords: signal, code, autocorrelation function, optimisation.

1. INTRODUCTION

Development of the Combinatorial Sequencing theory is known to be of very im-
portant for coded design and signal processing of fine resolution in spatially or tempo-
rally distributed systems. It is a great class of the appropriate mathematical problems
based on development of the technologically optimum distributed systems theory. These
problems involve applications of the theory to control and coded design of signals for
electrical engineering and power electronics, communications and optical electronics, as
well as the other areas to which the theory can be applied.

2. COMBINATORIAL NUMERICAL SEQUENCES

A lot of well-known engineering technologies or systems with non-uniform struc-
ture are very distant from perfect fulfilment of the design with respect to performance
reliability, resolving ability and the other significant operating characteristics of the
system.

Below you can find some structural diagrams of the two mathematical models of
systems, namely rulers contained four (» = 4) each marks; the first ruler contains uni-
form arranged marks (Fig.1, a) while the second one has a non-uniform arrangement of
marks (Fig.1, b).
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a | | l |

by [ ] I |

Fig. 1. Structural diagrams of rulers with uniform (a) and non-uniform (b) arrangement of marks

The ruler with uniform arrangement of marks (Fig.1, a) make it possible to repro-
duce only 3 precision linear distances L/3, 2L/3 and L, where L - length of the all ruler,
while ruler with non-uniform structure (Fig.1, b) provides an ability to reproduce much
more number of distances than previous ruler due to the more number of distinct dis-
tances between marks. Comparing the structural diagrams (Fig.1, a) and (Fig.1, b) from
information possibility point of view, we see that rulers with non-uniform arrangement
of marks provide an ability to reproduce the more useful information, because a redun-
dant information is equally its loss. In order to improve the resolving ability of the ruler
with non-uniform structure it is necessary to arrange marks so that maximum number of
precision results of reproduced distances with fixed step can be obtained without in-
creasing of the mark number. In this connection it is the question on finding general
solution of the problem [1-3]. Development of idea in this direction has been achieved
by S. W. Golomb, who suggests the new design for constructing these rulers with non-
uniform positioning of marks, where each pair of marks is positioned at various distanc-
es, and the set of all distances corresponds to the natural numbers, besides in the best
case the set exhausts of the natural numerical row [1|. An example of Golomb *“Ideal”
ruler of length six (L = 6) units with marks 0, 1, 4, 6 is given below (Fig.2).

0 1 4 6

Fig. 2. The Golomb “Ideal” ruler of length six (L = 6) units

The remarkable property of the Ideal ruler in comparison with usual ruler is non-
uniform positioning of marks (0, 1, 4, 6) so, that the each next in turn pair of the marks
is within the distance from O to L = 6 as follows:

1=1-0 2=6-4 3=4 1
4=4-0 5=6 1 6=6-0

Note, that created set of distance values corresponds to the natural numerical row
1, 2,...,6.

The Golomb Ideal ruler (Fig.2) 0, 1, 4, 6 containing three intersections {1, 3, 2},
where 1 =1 -0,3=4 -1, and 2 = 6 — 4, allows an enumeration of all numbers 1 =1, 2
=2,3=3,4=1+3,5=3+2,6=1+3+2 exactly once (R=1).

Here is a graphic model of ldeal numerical sequence {1, 3, 2} of daisy-chain to-
pology (Golomb Ruler) for six (L = 6) units, namely the Ideal numerical sequence with
parameters n =3 and R = 1 (Fig. 3).

O—C0—0O

Fig. 3. A graphic model of the Ideal numerical sequence {1, 3, 2} of daisy-chain topology with
parameters » =3 and R = |







46 W. Riznyk, G. Meckien

used for research of numerical sequences in order to speed up finding ideal or optimal
solutions.

Table 1. Sums of consecutive terms in ordered -chain sequence

pj 4
1 2 n 1

n=1 n

2 e
1 K ;k, };k, >k,

n—l n

2 kz Zkl Zkr

n—1 krl-l Zk’

1=n-1

n kn

Easy to see (Table 1) the maximum number C of such sums is equal to the sum
ky+kp+.. .+ k,= C of all integers:

C=1+2+ .. +n="-n)2 4

For example, if we deals with research of numerical 3-stage of distinct positive inte-
gers {1, 3,2}, where ky= 1, k, = 3, k3= 2, than table 1 assumes the next shape (Table 2).
We observe, Table 2 contains the set of all §',,.,= n(n + 1)/2 = 6 sums to be con-

secutive elements of the 3-stage chain sequence {1, 3, 2}, and each sum from 1 to 6
occurs exactly once. So, the 3-stage chain sequence {1, 3, 2} is the Ideal ruler.

Table 2. Sums of consecutive terms in chain sequence {1, 3, 2}.

9

% 1 2 3

2 3
1 k=1 dk=4 Dk =1+3+2=6

i=1 i=1

3

2 k=13 2h=3+2=5
3 k3:2

2.2. SUMS ON ORDERED-RING NUMBERS

If we regard the chain sequence K, as being cyclic, so that element k, is followed
by k;, we call this a ring sequence. A sum of consecutive terms in the ring sequence can
have any of the » terms as its starting point p,, and finishing point g,, and can be of any
length (number of terms) from 1 to » — 1. In addition, there is the sum S, of all » terms,
which is the same independently of the starting point.



Table of sums of consecutive terms in ordered-ring sequence Kn = {k.

Application of the combinatorial sequencing theory...

... k,} is demonstrated below (Tabl.3).

Table 3. Sums of consecutive terms in ordered -ring sequence

ke, ...,
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b, 1 2 : n—1 n
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n n-l n
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n—1 Zlk'+kl Z kl+zkl kn—l Z k'
=n- 1=n-1 =1 =n-1
2 . Id
n k,, ‘Fkl kn + Zk: Zk, kn
1=1 =1

A sum of consecutive terms in the ring sequence can have any of the » terms as its
starting point p, and finishing point ¢;, and can be of any length (number of terms) from
1ton- 1. So, each j-th numerical pair (p, g), p,q, €{1, 2,..., n}, corresponds to sum
S, =S (p, g,), and can be calculated in case, when p, <g,, by equation:

q,
S, =S Wpq) = Z ki . (5)

i=p,

In case p; > g, a ring sum can be calculated by

4, n
S,-:S(p_,,q,):Zki+Zk,.. (6)
i=1

i= P,
Easy to see from the table 3, that the maximum number of distinct sums S,, of con-
secutive terms of the ring sequence is
S,=n(n-1)~+1 @)

Comparing the equation (4) and (7), we see that the number of sums S, for consec-
utive terms in the ring topology is nearly double the number of sums S, in the daisy-
chain topology, for the same sequence K, of n terms.

3. GOLD NUMERICAL RINGS

An n-stage ring sequence K,= {ky, k, ... ,k, ... k,} of natural numbers for which
the set of all S, circular sums consists of the numbers from 1 to S, = n(n — 1) + 1, that is
each number occurring exactly once, is called an "Gold Numerical Ring" (GNR) [4].
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Here is an example of a numerical ring sequence withn=4 and S,=nm-1)+ 1=
=13, namely {1, 2,3, 7}, where ki;=1, k=2, ks=3, k,=7.
Table of circular sums for the sequence is given below (Table 4).

Table 4. Table of circular sums for numerical ring sequence {1, 2, 3, 7}

qi
Py 1 2 3 4
1 1 3 6 13
2 13 2 5 12
3 I 13 3 10
2 8 10 13 7

Table 4 is calculated in similar way than above, using equations (4) and (5). To see
this table 4 contains the set of all S, = n(n — 1) + 1= 13 sums to be consecutive elements
of the 4-stage ring sequence {1, 2, 3, 7}, and two sums (3 and 10) occur twice, while
two are absent (4 and 9). We say, this numerical ring sequence is not ideal construction.

Next, here is an example of a numerical ring sequence with » = 4 and
S,=nn-1)+1=13, where k=1, ,=3, k=2, ks=17.

Table of circular sums for the sequence is given below (Table 5).

Table 5. Circular sums for numerical ring sequence {1, 3, 2, 7}

P) 1 2 L 3 4
1 1 4 6 13
2 13 3 5 12
3 10 13 2 9
4 8 1 13 7

Table 5 is calculated in similar way than above, using equations (4) and (5). To see
this table 2 contains the set of all S, = n(n — 1) + 1 = 13 sums to be consecutive elements
of the 4-stage ring sequence {1, 3, 2, 7}, and each sum from 1 to n — 1 occurs exactly
once. So, the ring sequence {1, 3, 2, 7} is an Gold Numerical Ring (GNR) withn = 4.

Here is a graphical representation of the Gold Numerical Ring containing four
(n=4)elements {1, 3, 2, 7}.

Fig. 4. A graph of Gold Numerical Ring containing four (# = 4) elements {1, 3,2, 7}.

The Gold Numerical Rings (GNR)s are cyclic sequences of integers which form
perfect partitions of a finite interval [1, s] of integers. Sums of connected sub-sequences
of any GNR enumerate the set of integers [1, s} exactly A-times. For example, circular
sums of cyclic sequence {1, 3, 2, 1} enumerate the next set of integers [1, s = 6}:
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In order to design N-stage code sequence of fine autocorrelation function using
GNR {ky, ks, ... ki, ... k,} enough to write n symbols “+1” of the code into positions,
calculated by equation:

x =Yk 1=12..n, (10)

while the other S — r position - symbols “~17.

Let us configure 13-stage (N = 13) signal of fine autocorrelation function, using
the GNR {1, 3, 2, 7} with parameters n =4, S= 13, where ky =1, ky =3, ks =2, ks =
To see this GNR {1, 3, 2, 7} containing four (# = 4) elements allows an enumeration of
all numbers exactly once (A=1):

1=1 4=1+3 7=1 10=2+7+1 13=1+3+2+7
2=2 5=3+2 8=7+1 11=7+1+3
3=3 6=1+3 -2 9=2+7 12=3+2+7
From equation (10) follows:
xi=tlLx=-1l,u=-1,x3=+1,x5= -1, x4 =+, x;=-1, (11a)
X3:71,X9:71,X]0:71,x1] = —l,xn: 71,x13:+1.

Next we regard the GNR {7,2,3, 1}, where ky =7, k, =2, k3 =3, ks = 1.
The GNR {7, 2, 3, 1} containing four (n = 4) elements allows an enumeration of all
numbers exactly once (A=1):

=1 4=3"1 17=17 10=1+7+2 13=7+2+3+1
2=12 5=2"+-3 8=1+7 11=3+1+7
3=3 6=2"3+1] 9=7+2 12=7+2+3

From equation (10) follows:

xi=-Lx=-lL,x=-1,x3= 1, xs=—1,x¢=-1, x;=+1, (11b)
Xg — -1 s X9 — +1 X]()*Al,x”:‘l X2 = +1 , X133 = +1.

For configure 13-stage (N = 13) signal, we can use GNR {1, 3,2, 7} or GNR {7, 2,
3, 1} as well as any of the GNR with parameters » = 4, S = 13, using underlying recon-
struction.

Next we consider optimising coded design by minimax criterion [5, 6]:
Finding the L,,;, IR, (M)} <L,m=1,2,... N— 1, u=—-1, +1, where

N—m-1
R,u(m): z lLlilLll+n1 (12)
1=0
Here is one of solution of the problem using GNR {7, 2, 3, 1). Easy to see that af-
ter 5-steps cyclic shift of this code sequence to the left, we obtain:

xi=—-Lx;=+4l,x3= -1, xs= 1, x5 = -1, x¢ =1, x7 =+1, (13)
xg=+Lxo= -1, x;0= Lxp=-Lxp=-1x3=-1

Hence, optimal 13-stage (N = 13) signal of fine autocorrelation function prescribed
by minimax criterion based on application of the Gold Numerical Ring with parameters
n=4, 8= 13 is constructed.
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UZYCIE TEORII SEKWENCII KOMBINATORYCZNYCH
W INNOWACYINYM KONSTRUOWANIU KODOW

Streszczenie

Referat dotyczy konstruowania sygnaléw o dobrej jakosci korelacyjnej lub kodow
minimalizowanych wedtug funkcji autokorelacji poprzez jak najlepsze rozmieszcze-
nie kolejnosci impulséw kodowanych sygnatéw w przestrzeni. Opisana metoda bazu-
je na szczegbdlnych wlasciwosciach pewnych rodzajéw struktur kombinatorycznych,
zwanych ,.Zlotymi Pierscieniami Liczbowymi” (ZPL), pozwalajgcych upro$ci¢ po-
szukiwanie optymalnych wariantéw syntezy takich sygnaléw. Metoda konstruowania
sygnaléw za pomocg ZPL moze by¢ z powodzeniem stosowana w energoelektronice,
ukladach sterowania, telekomunikacji i radio-inzynierii.

Stowa kluczowe: sygnal, kod, funkcja autokorelacji, optymalizacja.









54 1.Z. Shchur, O.R. Turlenko

2. ANALYZING THE PROCESSES OF ELECTRICITY
GENERATION AND POWER TAKEOFF FROM THE
GENERATOR

One of the main elements of the WT is the wind turbine rotor (WTR) which con-
verts wind energy into mechanical energy. Its main parameters are output power Pyrr

and torque Mg , which are determined by the following formula [1]:

Pyrr =0.5pACp(AV; . (1)
TWTR—O.SpArCPT(’l)VV%, )
where:
P — density of air,
A=zvr? — washing area of WTR,
Cp(2) — wind power conversion efficiency factor,

A=wrlV, — tipspeed ratio of WT,

@ — angular speed of WTR,
I3 — WTR radius,
Vi — wind speed.

Wind power conversion efficiency factor of WTR depends nonlinearly on its tip
speed ratio, and for different turbines there exist different curves which are determined
experimentally: for example, by studying the WTR in a wind tunnel. For instance, Fig. 1
showed the dependence Cp (/1) for the WTR [1], at the optimal point of which

(Aopt =3.8) the maximum of wind power is taken off. Using Cp (l) as expressed in (1)

and (2), we can build for a specific WTR the basic dependences that characterize its
work, as shown in Fig. 2.
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In such cases, one can apply a maximum power point tracing (MPPT) system, and one can
simultaneously solve other problems of automatic control [5].

Fig. 3. Functional schemes of taking power from PMSG: a) uncontrollable, b) adjustable with
a DC-DC converter; ¢) adjustable with an active rectifier

In addition to taking into account the peculiarities of low power WT (operation at
low wind speeds and for local consumers), one must ensure its highest possible perfor-
mance at all stages of energy conversion, including taking maximum possible power
from the WTR at different wind speeds, transferring the received power to the consumer
with minimal losses in all the elements of the power system, and monitoring all the
processes. All of these requirements can be best satisfied by the system with AR. How-
ever, financial considerations for the low-power WT make it preferable to use a DC-DC
converter.

3. COMPUTER SIMULATION OF THE WT: UNCONTROLLABLE
AND ADJUSTABLE BY AUTOMATIC CONTROL SYSTEM
(ACS) BASED ON THE DC-DC CONVERTER

In order to study the rational parameters of ACS in the first phase of research, it is
useful to conduct a computer modeling of the WT with given parameters (see Appen-
dix). It should compare the performance of two configurations of the WT: the conven-
tional one without the automatic control and the one with the DC-DC converter and
optimal control (Fig. 3, a, b).

For the simulation of the WT, we used MatLab/Simulink sofiware. The developed
computer model (Fig. 4) models the work of the WT and consists of the following sub-
systems: the WTR, the three-phase PMSG, the diode bridge, the boost DC-DC convert-



A control system based on the DC-DC converter... 57

er, the AB and the ASC, which allows the MPPT and the charging of the AB at all wind
speeds. In this model for the automatic control of the DC-DC converter, we used the op-
timal linear relationship between wind speed values that were referred in the model, and
the angular speed of PMSG. In the case of studying the uncontrollable system, the IGBT
transistor in the DC-DC converter did not work.

The control of the IGBT transistor takes place by means of a system that is listed in
the subsystem System Control (Fig. 5). It implements the closed system of regulation of
the PMSG angular speed with the PID-regulator. Its output voltage is compared with the
saw-toothed voltage (carrier frequency 3 kHz), which forms in the subsystem Triangular
Generator. The output PWM signal of the comparator controls the gate of the IGBT
transistor.

Fig. 4. Basic computer model of the WT with the PMSG and the DC-DC converter
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Fig. 5. System Control Subsystem

The energy dependences for both WT systems based on the results of conducted
research are given in Fig. 6. Their analysis shows the following:

1. For the uncontrollable WT, the output power value (Fig. 6, a) depends on the
number of AB. The nature of the changes in this value with the change of wind speed,
and when the amount of AB is constant, does not correspond completely to the character
of the maximum power curve shown in Fig. 6, a by the solid line. For the set parameters
of the WTR and PMSG, the optimal number of AB is 16, which are connected consist-
ently, when the best match with the maximum power curve is observed. However, elec-
tricity generation in this case begins at wind speed of 5 m/s.

2. For the adjustable WT, the output power value (Fig. 6, b) practically does not
depend on the number of AB; that is why their number can be selected according to oth-
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same time, in the unregulated system the output voltage is already high enough to charge
AB directly, without significant deviation from the point of maximum power, and at
a greater number of AB the same power is transmitted by less current, which helps to re-
duce resistance losses in the power circuit. This is illustrated well by the dependences of
overall efficiency on wind speed, which are defined for all investigated cases and given
in Fig. 6d. Total efficiency is defined by

P
ny=——t— 3)
=R
WTR.max
where:
Pout - output clectric power of the WT,

PwTR max - Maximum power which can be obtained from WTR under a given

wind speed (calculated using expression (1) at Cp ax (/1) =0.37).

Thus, our study shows that at wind speeds V,, > 8 m/s, using the DC/DC converter

is impractical. It should work only at low wind speeds, which will always allow opera-
tion at the point of maximum power, and the use of low, but lasting wind potential. The
power of the DC/DC converter will not exceed one half of the maximum power of the
WT. At high wind speeds and high power, the WT system should operate in the unregu-
lated regime, and in order to reduce the total energy losses, one must select the optimum
number of AB: in this case, 20, as demonstrated by Fig. 6d.

4. DEVELOPING THE OPTIMAL CONTROL SYSTEM FOR THE
TAKEOFF OF WIND ENERGY

In order to provide maximum energy efficiency, the WT should work at the point
of maximum output power for each wind speed [1,6]. The key to this is to provide such
total electrical and mechanical load of the generator that WTR turns with optimal angu-
lar speed at which maximum power is taken from the wind. This corresponds to the op-
timal points of the tip speed ratio of WTR Ay, in which the wind power conversion effi-
ciency factor Cp (/%pt) reaches a maximum value. Thus, we may formulate the following

linear dependence between the optimal value of WTR angular speed @, and wind

speed V,, .
A

opt

Oopy = Tp Vi - (4)

The condition of WT optimal control (4) is simple and effective, but for its imple-
mentation, 1t is necessary to equip the system with wind speed sensor. In those systems
where the wind speed sensor is required in terms of other tasks (for example, in such
vertical-axis WT that must be started into operation by preliminary rotation, or in hori-
zontal-axis WT with the electric drive turning of the head to wind orientation), such
a simple optimal control system should be used [7,8]. We also used it in previous com-
puter experiments.
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Small error in the condition (4) is introduced by a significant increase of power
loss in the power part of the WT with the increasing wind speed and the corresponding
increase of energy flow. To correct this condition, one should somewhat decrease the
generator load, which means to increase slightly the WTR angular speed in comparison
with @, , defined by (4).

To construct the sensorless optimal control WT systems, a number of ways were
developed that differ according to the type of WT (stand-alone, running parallel to the
power network), the type of WTR (horizontal or vertical axis, with pitch control of
blades), the type of generator (induction or synchronous with modifications), and the
principle of their control (scalar or vector), etc. [6-10]. Analysis of different control
methods of the WT enabled us to determine the main version of the sensorless optimal
control system, which is described in [10] and which works as follows:

As seen from equations (1), (2) and (4), in the optimal point of the WT the follow-
ing dependences exist between its main parameters:

{I)Opt = kaw > (5)
2

Topl =ktVs, (6)

Frax :kPV»':’ (7

where:
k. kr, kp are constant coefficients whose values can be easily obtained

through the parameters of the WTR from the cquations (4), (1) and (2).

Having determined V from the equation (5) and having substituted it in (6). we
find the relationship between the optimal values of angular speed and the torque of
WTR:

2 2
Topl = Dopt = koptwopt (8)

k2
The analysis of the obtained equation (8) and the dependencies T(a)) at different
wind speeds, shown in Fig. 1, allows us to draw the following conclusion: ACS with the
control criterion 7% = kopt(uz , where T* is the reference value of static load torque of

the WTR, which is realized by means of electric load on the generator, will work is sta-
ble arcas of characteristics and in steady-state will always be approaching the optimal
point with maximum power. Thus, for optimal control it is necessary to provide the an-
gular speed sensor of the WTR and to develop the specified ACS.

The first condition is easy to implement since the angular speed can be clearly de-
termined from the frequency of voltage of PMSG.

To implement the second condition, in equation (8) we propose to replace the
torque on the proportional to it (nonlinear) value of the load current at DC voltage link

I, which can be easily measured. To find the monotonous nonlinear dependence

Ipcopt =/ ((uopt), one can use computer modeling or determine it experimentally in
multiple points. For theoretical research, we used the first option and obtained as the re-

sults of computer simulation the curve shown in Fig. 7. It is approximated by the follow-
ing polynomial that is the optimal control law:
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6. REALIZATION OF CONTROL SYSTEM

The investigated control system of WT is made as the scparate block. It consists of
a power part and a microcontroller board. The DC-DC converter is made on the IGBT
transistor G4PC50W. The developed control algorithm 1s implemented in microcontrol-
ler ATMEGA 853516PU.

7. CONCLUSIONS

Unregulated takeoff of power from the PMSG is based on the compromise between
the capacity of the WT operation at low wind speeds and the prevention of the overload
of the AB by charging current at high wind speeds. Using the DC-DC" converter for the
automatic control of the working point of the WT is advisable only at low power, and
later it should work in the unregulated mode with the optimal number of AB. The de-
signed system of optimal control of the WT by changing the parameters of thc power
part can be adapted to different power of the WT and its type. including both the verti-
cal-axes and the horizontal-axes. The control algorithm incorporated in the microcon-
troller provides the specific procedure of adjustment for the optimum performance of the
WT with unknown parameters. This control system ensures the maximum power of the
WT at small and medium wind speeds and the possibility of its operation at great wind
speeds without damage to the batterics.
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APPENDIX
Nominal parameters of WTR:
A=5296 m’s r=4.104m; Pypp =12500 W for ¥, = 10 mss.
Expression Cp (ﬂ) for WTR approximated by the following polynomial:
Cp(4)=0.04698 - 0.12854 + 0.1964% - 0.057052% + 0.00621.2* —0.0002362° .

Nominal parameters of PMSG:
P =10000 W; p—32 pair of poles;
armature windings: R =1 € resistance; L =0.005 H inductance;
@ =0.7 Wb magnitude of pole flux;
J =10 kg'm® total inertia of WTR and PMSG.

Nominal parameters of cach AB:

U—-12V; ("=200 Ah.

UKLAD STEROWANIA DZIALAJACY W OPARCIU
0O PRZEKSZTALTNIK DC-DC DLA AUTONOMICZNYCH
ELEKTROWNI WIATROWYCH Z OSIA PIONOWA

Streszczenic

W niniejszej pracy sa przedstawione wyniki badafn uktadu sterowania antonomicznej
elektrowni wiatrowe] 7 osig pionowa, ktory wykorzystuje przeksztattnik DC-DC.
Badania przeprowadzono za pomoca symulacji komputerowej. Aby osiagna¢ maksy-
malng skuteczno$é przesytania i konwersji energii przy réznych predkodciach wiatru
zaproponowano optymalng kombinacj¢ regulowanych i nieregulowanych trybow pra-
cy. Opracowane sterowanic umozliwia maksymalne wykorzystanic mocy wiatru bez
stosowania czujnika predkosci wiatru.

Stowa kluczowe: turbina wiatrowa, pionowa os, wirnik turbiny wiatrowej, PMSG,
DC-DC przeksztattnik, sterowanie optymalne
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USING G.652 TELECOMMUNICATION SINGLE-MODE OPTICAL
FIBER FOR A MEASUREMENT COIL
OF THE INTERFEROMETRIC CURRENT SENSOR

Stawomir Andrzej Torbus
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Summary: This article describes benefits of using a (G.652 telecommunication
optical fibre instead of a multi-mode optical fibre for a measurement coil of the
interferometric current sensor. The simulation results were presented for coils
with various numbers of turns and made of vartious optical fibres — a single-mode
and multi-mode fibre.

Keywords: Verdet constant, mangeto-optical phenomenon, interferometric current
sensor, optical fiber current transformer, single-mode optical fiber,
multi-mode optical fiber

1. PHYSICAL PRINCIPLES OF INTERFEROMETRIC CURRENT
SENSOR OPERATION

The sensor operation is based on an analysis of the properties of a light wave that
propagates through the optical fibre and is transformed when subjected to an external
magnetic field generated by a live conductor - energy line.

Optical fibres are not optically active when not cxposed to an external magnetic
field but become active when a magnetic field is applied — the plane of polarization of
a light beam is rotated by a certain angle, this is so-called Faraday effect (Fig. 1).

This mangeto-optical phenomenon was discovered by Faraday and described with
the following formula [1]:

a=V-L-B (1)

where:
a - the angle of the plane of polarization rotation [rad],
. ad
V' the Verdet constant (proportionality constant) [}r—d—} ,
-m
L the length of the path where the light and the magnetic field interact [m],
B magnetic flux density [T]
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The modification of formula (1) using formula (4) shows that for a sensor fitted
with an optical fibre with the length of L=N-I=N-2-7-R achange of light polariza-
tion angle may be described with the following relationship:

a=V-p,-1-N Q)

'

I Polarimeter

o W W W

Single
mode laser

Fig. 2. A block diagram of interferometric fibre sensor

A physical optical waveguide (fibre waveguide, optical fibre) used to construct
a measurement coil of the interferometric sensor is made of two layers of silica — SiO,
that differ in the refractive index. The internal, centrally located layer of glass known as
the core is covered by a tightly fitted layer of glass known as the cladding. The core has
a higher refractive index - »; than the surrounding layer — the cladding with the refrac-
tive index — 7,, so that transmission can be carried out on the basis of total internal re-
flection. Core and cladding diameters of single-mode fibres are standardized. Depend-
ing on the type of optical fibre, these are respectively: 5 + 11 pm/125 pm; the diameter
of the core of a standard telecommunication fibre is 8 + 9 um — a standard G.652 step-
index profile optical fibre [3]. The standardized diameter of the core of
a multi-mode fibre is 50 pm or 62,5 pm, whereas the diameter of cladding is the same as
for single-mode fibres — 125 pm.

2. SELECTION OF OPTICAL FIBER FOR A MEASUREMENT COIL
OF THR INTERFEROMETRIC CURRENT SENSOR

After determining a polarization angle o with the polarimeter measurement, the
equation (5) may be used to determine the current intensity:

o

[=—%
HyV-N

©)
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The value of current / (6) is influenced by the Verdet constant ¥ — a parameter
characteristic of the type of optical fibre used for the construction of a sensor, and it is
described by the Becquerel equation [1]:

=7 (M

where:

— specific electronic charge (1,75881962-10" [ki} ),

£
m, g
A - wave length [pm],

¢ —speed of light in vacuum (¢ ~ 3-10° [?} ),

n
2l absolute value of a change of refractive index in relation

to wave length [L:| .
pm

In the formula (7), is the most interesting element as far as the type optical

fibre is concerned, since it describes changes of the refractive index in the core. Those
changes may be determined on the basis of the Sellmeier equation [4]:

a-# a-# a X  a-X
n =1+ =1 +—2 +—=
Z A IS s s ®)

where:
a,b

, — constants [pm] established empirically for a specific type of glass.

In case of GeO, doping, the percentage of the molar concentration of the dope re-
sults in an increase of the refractive index in relation to the refractive index of pure
glass and therefore the doping is used for the core. The value of indexes @, and b, used

in the formula (8) for pure silica SiO, and for doped silica, depending on the GeO, mo-
lar concentration are shown in Table 1 [4].

Concentration of GeO, dope in the core of standard G.652 telecommunication fi-
bres is approximately 3,1 M%; these are fibres with step-index profile. The concentra-
tion of the GeO, dope is higher in optical fibres with a more complex refractive index
profile (G.653, G.655). The analysis of a multi-mode optical fibre was based on the data
from reference sources, namely the Verdet constant for a specific length of a wave [5]

(A=0,63pm, V= 4610*‘%—36624 rad o

-m
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Table 1. Indexes a, and b, used in the formula (8) [4]

. GeO,
Factors 8io, 3,1 M% 58 M% 7.9 M% 135 M%
a 0,6961663 | 0,7028554 | 0,7088876 | 0,7136824 | 0,711040
a 04079426 | 0,4146307 | 04206803 | 0,4254807 | 0,451885
as 0,8074994 | 0,8974540 | 0,8956551 | 0,8964226 | 0,704048
b, 0,0684043 | 0,0727723 | 0,0609053 | 0,0617167 | 0,064270
b, 0,1162414 | 0,1143085 | 0,1254514 | 0,1270814 | 0,129408
by 9.8961610 | 9.,8961610 | 9,8961620 | 9.8961610 | 9,425478

The value of the derivative relevant for the analysis, following union generaliza-
tion, has the following form:

o4
oA

> a, b2
z 7 _blz)2

®

where:
a,, b — constants [um] established empirically for a specific type of glass.

With the derivative of the refractive index in relation to the wavelength (9), its
value for a specific wavelength 1 may be determined, using data shown in Table 1 for
molar concentration GeO, at 3,1 M%.

Table 2. Values of the derivative of the refractive index in rela-
tion to the wavelength

1
@ for the silicon doping GeO, | —
A oA pm
3,1 M%
0,63 pm —-0,30286-107

Using the formula (7) and results of calculations shown in Table 2, the Verdet con-
stant may be determined depending on the wavelength and the molar concentration of
the GeO, dope in the core of a single-mode fibre. The calculation results obtained for
standard wavelengths used for the transmission in single-mode telecommunication opti-
cal fibres are shown in Table 3.
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system protection and the control and monitoring system. Therefore, it is necessary to
seek innovative solutions for protection systems characterized by a quick and precise
operation, a simple realization and a possibility to locate these systems in individual
segments of the power system and even on individual lines. This is fostered by the pro-
gress in fibre-optics, in particular the development of optical fibre sensors and meas-
urement transducers. The subject of the interferometric sensor with a measurement coil
made of single-mode G.652 fibre is of relevance at the moment.

In conclusion, the following rules for selection of a single-mode optical fibre, in

particular a G.652 fibre, to be used in interferometric current sensor may be formulated:

the sensor design must eliminate macrobendings [7] that could significantly impair
measurements. When constructing a measurement coil of the sensor the above-
mentioned recommendations related to telecommunication fibres must be followed.
For the G.562 optical fibre, it may be assumed that the length of one turn of 23,6 cm
will eliminate the influence of macrobendings,

if the sensor sensitivity is defined as its capability to detect possibly low currents with
specified parameters of the sensor (the number of turns of the coil, the wavelength or
the angle of polarization rotation), the use of a measurement coil made of a single-
mode G.652 fibre instead of a multi-mode fibre will enhance the sensitivity [8],

the number of turns of the coil influences the sensitivity. Proportionally to the num-
ber of coil turns (6) the sensitivity of the sensor increases, regardless of whether or
not the measurement coil is made of a G.652 single-mode fibre or a multi-mode
fibre. Therefore, very low currents should be measured by sensors with a very high
number of coil turns [8].
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ZASTOSOWANIE JEDNOMODOWEGO SWIATLOWODU
TELEKOMUNIKACYJNEGO G.652 DO REALIZACJI CEWKI
POMIAROWEJ W INTERFEROMETRYCZNYM CZUJNIKU
NATEZENIA PRADU

Streszczenie

W artykule pokazano, ze preferowane jest stosowanie standardowego $wiattowodu
telekomunikacyjnego G.652 do wykonania cewki pomiarowej interferometrycznego
czujnika nat¢Zenia pradu, zamiast $wiattowodu wielomodowego. Przedstawiono wy-
niki symulacji dla cewek o roznej liczbie zwojow i réznych wartosci natezenia pradu
dla dwdch roznych typow widkien $wiattowodowych — jednomodowego i wielomo-
dowego.

Stowa kluczowe: stala Verdeta, zjawisko magnetooptyczne Faradaya, interferome-
tryczny czujnik nate¢zenia pradu, §wiattowodowy przektadnik prg-
dowy, $wiatlowod jednomodowy, $wiattowdd wielomodowy






