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Sununary. Hierarchical structure of a system of adaptive multicriterion control of
a three-phase arce steel furnace clectrical modes is proposed. Models of optimal con-
trol vector synthesis were developed. Adaptation of control is performed depending
on technological stages. which are identified by neural network.
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1. INTRODUCTION

Contemporary state of metal production industry is characterized by continuous
growth of part of steels melted in three-phase electric arc furnaces (EAF). These steel-
meiting installments are characterized by large steady-state power of furnace trans-
former up to I MV-A/ton. They are characterized by highly dynamic, nonlinear and
non-symmetrical load. Also. arc furnaces functioning is accompanied by technological
short circuits and unstable, discontinuous burning of arcs and it can lead to oscillations of
arc power. which are commensurable with furnace transformer power. Moreover. furnace
functioning leads to oscillations, nonlinear shape distortions and non-symmetry in power
system voltage. Four important problems arose during exploiting of arc furnaces:

1. Ensuring maximum arc power during melting of solid charge.
2. Qualitative stabilization of arc power.

3. Minimization of specific power losses.

4. Limiting nonlinear and varying load impact on power system.

Mentioned problems significantly increased in high-power and high-impedance
furnaces with arc voltages of 1000-1500 Volts and specific power of 1 MV-A/ton. In
general, these problems are contradictory and can be solved only with toleration of
some compromises.

Solution of mentioned task requires adequate improvements of melting technol-
ogy. development of new efficient melting systems and also creation of hierarchical
intelligent systems of adaptive optimal control and high-speed multi-circuit systems for
electric regime coordinates control. Moreover, high arc current amplitude oscillations
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lead to vibrations and significant electrodynamic forces in the windings of electrical
power equipment, which decreases its functional reliability and life time. This is mainly
caused by the low dynamic accuracy of controlling the electrical-regime parameters
because of the significant sluggishness of existing electromechanical (electrohydraulic)
electrode-position control systems.

Nowadays. the part of electrical steels in the total steel output is increasing, the
power of an electric furnaces is increasing, and, as the result, melting process is intensi-
fied [1,2]. Therefore. it is important to improve the electrical and technical efficiency of
arc furnaces and the electromagnetic compatibility of the electrical-regime parameters
with the power system parameters.

As for the technical and economic assessment. the optimum control of electric
melting is known to be two to three times as efficient as the solutions intended for stabi-
lizing electrical regime parameters [3]. Nevertheless. these problems should be solved
Jointly, since the qualitative stabilization of electrical-regime parameters at the level of
synthesized optimum values additionally increases the control efficiency. Therefore, the
main methods of increasing the electrical and technical efficiency of melting in arc steel
furnaces are represented by developing control circuits and synthesis of optimal control
methods. They are intended for minimization of dispersion of the electrical regime co-
ordinates and stabilizing them at the level of synthesized optimum values.

2. ANALYSIS OF KNOWN SOLUTIONS

The functions of most existing EAF electrical-regime control systems (e.g.,
ARDG. ARDMT, RMM, and STU arc-power controllers) are mainly limited to the
maintenance of a specified phase impedance. arc voltage, or arc current depending on
the voltage of the secondary winding of a furnace transformer (FT). As noted above,
high oscillations in the electrical-regime parameters, which are caused by the low dy-
namic accuracy of their control and the limited functional optimization abilities of the
above mentioned controllers given do not allow one to substantially increase the etfi-
ciency of the EAF heat-regime control.

To improve the electromagnetic compatibility of the arc-furnace electrical operat-
ing conditions with the power system conditions, static filter-compensating devices are
widely used in metallurgy, which should compensate for the negative effects of a fur-
nace on the power system. Of course, such solutions are often required. But we believe
that metallurgists should mainly obtain automatic and algorithmic solutions intended for
the suppression of the causes of disturbances in their origin (in the power circuit of an
arc furnace), i.e., solutions intended to anticipate the appearance of negative actions on
the technical and economic indices of the furnace and the electromagnetic compatibility
of the furnace electrical operating conditions with the power system conditions.

The authors of [4] give an example of the realization of this direction in increasing
the efficiency of controlling the EAF electrical conditions; they describe an EAF power
system that includes a saturating reactor. In furnaces with such a power system and high
impedance, metallurgists can increase the EAF transformer power via increasing the
secondary voltage and can run a heat using fong arcs. These solutions can decrease the
arc-current dispersion, increase the arc stability. and decrease the short-circuit probabil-
ity, all other things being equal.
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In this two-circuit system. regime coordinates, i.e., electrical regime coordinates
such as the arc current, arc power, and furnace reactive power (which change according
to their specific laws). are rapidly controlled and stabilized at a given level using the
thyristor-assisted control of the resistance of a reactor located in the primary winding
circuit of the furnace transformer. Conventional single-phase current-limiting nonsa-
turating reactors, which do not require special magnetic materials for their magnetic
system. are used as the reactor in each furnace-power phase.

This CS of melting modes consists of two subsystems (control circuits), namely,
an electrode position control subsystem (EPCS) and a furnace-regime coordinate-
control subsystem (FRCCS). These systems operate simultaneously and independently
and have isolated phases.
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Fig. 2. Electrical characteristics of a DSP-6 arc steelimaking furnace with a two-circuit clectrical-
regime control svstem (the numerals on the curves are explained in the text).

The first subsystem is an ordinary electrode-position control system with an electrome-
chanical or hydraulic actuator, which controls the change in the arc length +A/,. The control
of the arc length is indirectly realized as a function of the current values of arc current /,
and voltage U,, and the signals proportional to these values are generated at the output
of an arc current or voltage sensor, respectively. An arc-voltage setting signal L, ..
which is proportional to /,, is the master control of this subsystem. If necessary. trans-
former voltage steps can be switched using VSS devices.

The FRCCS subsystem is intended for controlling a furnace-regime coordinate (elec-
trical-regime parameter), such as the arc current, arc power, or furnace-reactive power.

A change in the reactor resistance Ax, is the master control of this subsystem.
In each phase, this change is controlled smoothly and continuously via shunting the
reactor by a VS thyristor unit in a certain controlled segment of a powering voltage half-
cycle. The segment time is determined by the phase of the output signal of a pulse-
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phase control system (PPCS), and this signal. in turn, forms as an autocorrelation function
of the output signal U of a proportional-integral furnace regime coordinate controller
(RCC). The input of this controller receives }* signals from a set-point device and 1 sig-
nals from the sensor of a certain controlled furnace-regime coordinate. In the general
case. the setting signal 1 of this subsystem is a function of the arc voltage, which enters
into the input ot a furnace-regime coordinate set-point device (RCS). In particular, upon
the stabilization ot a regime coordinate. signal }* is a constant, which determines the
required level of regime-coordinate stabilization. In the general case, setting signal V" is
calculated in the RCS from a ¥* = F(U,) relation, which is the setting action of this sub-
system (this is especially effective for the realization of the adaptive multicriterion con-
trol of an EAF electrical-heat regime). Compared to the electromechanical EPCS
subsystem, the speed of this subsystem is higher by an order of magnitude: its response
time is 0.03-0.04 s. For the reactor resistance to be controlled with a thyristor, metallurgists
developed solutions so that the distortion of the sinusoidal furnace-loading currents is
minimal,

4. MELTING STAGES RECOGNTION SYSTEM

One of the prerequisites of guaranteed production of steels and alloys with desired
physical and chemical properties and of high technological and economical efficiency
during melting process is synthesis and implementation of two-circuit system control
vector depending on technological melting stage. Therefore one of main problems is
recognition of technological melting stages and moments of their changes.

Most efficient approach to technological stages recognition under conditions of in-
sufficient information about technological process and its stochastic fluctuations is rec-
ognition based on neural networks principles. For implementation of such approach,
three-layer neural-network- based expert system is included into control system. It is
used for recognition of melting stages S;, S,, ..., Ss (Fig.1). Input information of the
neural network is vector of instantaneous values of arc voltages u, . u, ;. u, -, currents

aC’ >
i,y i, and consumed on current stage active energy w, [5.6]. Informative parame-

ters of mentioned electrical mode coordinates time dependencies are averaged values on
stationarity intervals of their canonical harmonics (they are calculated using FFT
method). Also, power spectrums of voltages U, and currents /, in informative frequency
range are taken into account. They are calculated using the fast wavelet transform tech-
nique. Dispersion, correlation coefficient and total harmonic distortions (THD) coeffi-
cients of currents and voltages are used too. Algorithm of operative calculation of men-
tioned parameters integral values is implemented using microprocessor device. Optimal
parameters of three-layer neural network used for melting stages recognition were ob-
tained. training and testing performed. Industrial testing of network was performed on
arc furnace DSP-3. This neural network forms the first level of melting stages recogni-
tion hierarchical system.

On the second level there is expert system ES,, which serves for adaptive optimi-
zation of neural network variable coefficients (coefficients ot synaptic relations). This
expert system is of production type, in other words is it based on “instructive knowl-
edge™ - in form of production rules =If ... Then ... This expert system, basing on ex-
pert knowledge and operative input information, performs discrete parametric optimiza-
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tion of neural network to parameters of furnace charge. It loads from database synthesized
matrix of synaptic relations, which corresponds to current type. density and stowing of
hard charge, changes transfer constant of active energy measuring channel proportionally
to the weight and temperature of loaded charge. Knowledge base of expert system is as-
sembled from formalized technical specialists” experience.

On the third. highest level of hierarchy expert system ES, is used, which processes
expert knowledge from exact analysis of melting stages changes. If identification error
is greater then certain threshold, ES- initializes procedure of learning (adjusting) to
slowly varying conditions of melting process: current state of furnace cladding, power
supply parameters. external temperature, etc.

Developed expert hierarchical neural-network-based system for melting stages rec-
ognition naturally combines advantages of neural networks and expert systems. Neural
networks have capability of operative parametrical adaptation and expert systems make it
possible to relatively simple identify moments of adaptation algorithms start.

This ensures small error of melting stage change moments identitication. Error
didn’t exceed 5% during experiment melting in DSP-3 furnace.

5. ELECTRICAL CHARACTERISTICS OF A TWO-CIRCUIT CS

Fig. 2a shows the natural and artificial external characteristics of a DSP-6 arc furnace
in the first step of the furnace transformer. Artificial external /,({,) characteristics 7, 2, and 3
are formed by the two-circuit coordinate-parameter control svstem upon the stabilization of
the arc current, arc power, and furnace reactive power in the zone of short and medium arc
lengths. Fig. 2b shows the corresponding reactor resistance x{U,) curves for characteristics
1, 2, and 3. Fig. 2¢ and 2d show the artificial characteristics of the arc power (P (U,)) and
furnace reactive power ((X(U,)) corresponding to characteristics /. 2, and 3. For the artificial
furnace characteristics corresponding to characteristics / and 2, we obtained the following
x(U,) dependences for controlling the reactor resistance:

2 2 2,2
30 —U2 =2rU, 1 —r°1

2p as

XU = ‘/

-x;
12]5
2 2 2 i 2p2
I \/(Ja_(Ulp—La_ZIPas)_l sz
X, (Uy)= —-x:
P
as>
where:
Ui,  — secondary-phase voltage of the electric-furnace transformer,
r,x  — active and reactive current-lead resistances, respectively.
I, Poo — levels of arc-current stabilization and arc-power stabilization. respec-

tively.

The problem of coordinate stabilization during regime optimization is a partial prob-
lem. In the general case. the proposed two-circuit CS can realize other /,(U,) AECs. e.g..
those of type 4 (Fig. 2) or similar to the tamily of dashed curves 5,6.7 and 8. For these
and related AECs, we obtained models for the calculation of the corresponding reactor
resistances x,.)' U,
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In the general case. we take into account a synthesized x,(U,) dependence and cal-
culate the artificial external characteristics of a furnace using the expression

Uy U +07 + (et (U)W, ~U2)
()

lll(b’ll): : (1)

In particular, AECs of types /.3.53.6,7, or & (Fig. 2) are calculated from (1) via
multiplying a forming coefficient y from the basic regulation law x(U,) = v x.” (U,).
The basic regulation law is taken to be a x(U,) law corresponding to characteristics
[ or 3. We assumed that the basic regulation law corresponds to characteristic 3, i.e..
x (L) = x%U) = x(U,), where v = 1. When substituting x,(U,) = v x,° (U,) into (1)
and changing the values of y in the range from 0 to 1.25, we calculate the family of
characteristics 8. 7, 1. 6, 3, and 5 located between the natural external furnace character-
istic (y = 0) and AECs of type 5 (y = 1.25).

When AECs are formed via adjusting the reactor resistance, the arc power P (U,)
decreases with respect to the power for the natural characteristic (x,(U,) = 0). To compen-
sate for this decrease and to increase (if necessary) the average arc power, it is sufficient to
increase the secondary voltage of the furnace transformer (Fig. 2. characteristic 9) by 10-
30%, which corresponds to modern trends in the intensification of the regimes of high-
impedance long-arc furnaces [1.2].

In the general case, the control vector X (Usp, Uspesers Y1, Y. ...) contains the secon-
dary voltage of the furnace transformer U-,; the arc-voltage setting U,.., of the elec-
trode-position controller; and the coefficients v, v, ... of an analytical expression for the
AECs of the arc furnace (which are variable parameters for optimum control synthesis).

6. OPTIMAL CONTROL SYNTHESIS MODELS FOR CS

We now determine the family of particular optimum criteria and compose a control
target functional for the entire system in order to perform the operative synthesis of the
optimum control of an EAF electrical regime according to current (technological, indus-
trial, energetic, etc.) external conditions and the required technical and economic indices.

One of the versions of the mathematical optimization model is a multicriterion
multiparametric optimization based on the set of alternative Pareto's optimum solutions,

D) = D(O,(+), 05 (DO, (1)) = Y. 40,(¥) = min,
1=1

Ql(;),Oz(;) ..... Q\(T\‘) — partial criteria;
A — their weight coefficients.

This functional determines a control target and, along with the vector x of vari-

able setting system actions and the description of its variation range x € D, forms a
mathematical model for decision making in the problem of the optimum multicriterion
control strategy.
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One of the challenges in increasing the level of the electromagnetic compatibility
is the synthesis of optimum control based on an indirect criterion. namely. the sum of

the dispersions of the normalized arc current D, (U v)and the furnace reactive

aset

power DZ(U v) . The extremum of this criterion corresponds to the minimum of the

asers

dispersion of the network voltage fluctuational component.

D*(Ua.sclﬁ Y) = ;LIJ lel (bya.set‘ Y) + /z'Q)DZ)(blzl.scx* Y) = min - (2)

where:

~

Ay o A, — weight coetficients of the D; ,D:) dispersions. respectively.
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Fig. 3. Dependences of (a) the network-voltage dispersion and (b) the value of functional (3) on
the setting actions of the two-circuit electrical-regime control sy stem of a DSP-6 furnace.

Fig. 3a shows the dependence of the network voltage dispersion D, on the vari-

able setting actions of the system, namely. the EPCS arc-voltage setting and the AEC
forming coefficient y, which is obtained when the DSP-6 furnace regime is controlled
by functional (2). The coordinates of its minimum determine the optimum setting ac-

. ¥
tions U,

and v~ of the two-circuit system when the electrical regime of the arc fur-
nace is controlled by functional (2).

Another approach is the optimum-compromise control using the criterion of the
maximum electric-power efficiency. This approach is effective due to the modern con-
ditions of deficient and expensive electric power and the tendency toward intensifyving a
heat via an increase in the furnace transformer specific power (i.e., an increase in the
secondary voltage of the transformer). This control can be synthesized using, e.g., the

generalized additive functional

DU, - ¥) = 02801 = Pa (U - V) +0.24Pp (U - V) 3)
—F . D
+021D; (U, . 7)+027W (U, . v))=> min

Fig. 3b shows the surface of this functional, and its extremum coordinates U, , .

* . . ~ . . .
y correspond to the setting actions of the system when the optimum control is realized
according to the maximum efficiency of using electric power.
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for low- and medium-power furnaces, the upper level can contain only a capacitor bank
to compensate for the constant component of the reactive power, i.e.. to increase the
power coetficient to the required level. This increase is necessary to decrease the elec-
trical losses in the furnace power circuit and the energy system. This is possible owing
to the fact that the use of the optimum stabilization of the reactive furnace power in the
lower level of the subsystem minimizes the fluctuational component of the reactive fur-
nace power to a level at which network voltage oscillations, which are estimated from
the flicker dose. do not exceed the normative values.

Table 1. Integrated indices for ARDG controller and proposed CS.

indos Two-level CS ARDG controller
Ua v 299.4 313.0
Ta. KA 29.1 27.3
D, kA 0.939 35.4
Fd ARAYY 7.05 6.73
Un . by 34.67 3446
Dy %107V 727 37.58
Tno A 330.2 353.1
0, MVA 5.26 5.61
D, M 859 3354
cos(@) 0.914 0.80
Ko, 0.0835 0.0971
U, . % 0.947 1.542
F 0.0379 0.220

The efficiency of the designed CS structures and the proposed strategies of the
multicriterion control of the electrical regimes of the heat were tested using a digital
instantaneous-coordinate model for the power system and the two-circuit control system
for arc-furnace electrical-regime coordinates. We studied furnaces of various capacities
at various heat stages. To adequately simulate electrical regimes at various stages. we
used random arc-length fluctuations, whose statistical characteristics (in particular, a spectral
perturbation density function along an arc) corresponded to the real characteristics of
these fluctuations at a certain heat stage in an arc furnace.

As an example, Fig. 4 shows the calculated diagrams for the working parameters
of a DSP-50 arc furnace and its power network at the stage of well melting for the reac-
tive power consumption regime determined by the designed two-level CS during the
operation of an ARDG standard electrohydraulic arc-power controller. For each phase,

these diagrams show a perturbation variation along the arc length f, () at this stage of
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heat, the arc voltage U,(7). the arc current /[,(¢), the furnace reactive power Q(1), the volt-
age across the power-network busbars U,(¢), the power factor cosop(t), and the current
harmonicity perturbation coefficient K,(L,). The table gives the integrated indices
{mathematical expectations, dispersions) that illustrate the operation efficiency of these
systems and arc obtained by the statistical processing of the results shown in Fig. 4. In
these experiments, the arc voltage was U, = 313 V, and an ARDG arc-power controller
was used. As a result of the calculations, the nominal arc current is /, = [,, = 27.3 kA. and
the arc power is P, = P, = 6.73 MW at a secondary voltage of 407 V. For the two-level
CS. the secondary transformer voltage was increased by 10%, and the artificial external
furnace characteristic was synthesized by functional (2) under conditions of a network
voltage dispersion minimum. This minimum corresponds to the following optimum
values: v = 0.75 and U, ... = 299 V.

The calculated integrated indices demonstrate that all of the indices are signifi-
cantly improved when the two-level CS is used instead of an ARDG-type arc-power
controller. For example, the arc-current dispersion decreases by 30-40 times, and the
flicker dose F decreases by a factor of five to six. The loading current harmonic dis-
tortions coefficient decreases by 14-15%; the power factor increases by 14-15%:; the
arc power increases by 4-3%: and the deviation of the voltage across furnace busbars
from the nominal voltage decreases by 1.4-1.6%.

7. CONCLUSIONS

The use of a high-speed subsystem that controls the resistance of a reactor in-
volved in the power circuit of the primary winding of a furnace transformer in the struc-
ture of a proposed two-circuit CS allows one to realize the multicriterion optimum con-
trol of an EAF electrical regime. This control provides a substantial increase in the elec-
trical and technical efficiency of arc-furnace regimes and improves the indices of the
electromagnetic compatibility of the furnace and its power system.

The proposed two-circuit CS can be used to run heats at the minimum number of
switchings of a furnace transformer, which decreases the heat time and increases the reli-
ability of the furnace power supply. Variable setting actions for the realization of
the multi-criterion optimum control in this case, i.e., at U>,= const, are only repre-
sented by a preset arc voltage U, . and an /,(U,) AEC relation for an arc furnace.

The substantial induced decrease in the amplitude and dispersion of the arc-current
and furnace reactive power oscillations decreases the flicker dose by a factor of five to
six and decreases the electrodynamic forces in the elements of the electric power facili-
ties and their mechanical vibrations. As a result, the reliability of this equipment in-
creases.

Efficiency of optimal control strategies implementation increased due to their syn-
chronization with changes of melting stages, which are identified by hierarchical neural-
network based control system.
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ENERGOOSZCZEDNY, WIELOKRYTERIALNY UKELAD INTELIGENTNY

DO STEROWANIA ELEKTRYCZNYMI STANAMI PRACY
PIECA LUKOWEGO DO TOPIENIA STALLI

Streszczenie

W artykule zaproponowano hierarchiczng struktur¢ ukladu adaptacyjnego do wie-

lokryterialnego sterowania stanami pracy trojfazowego pieca tukowego do topienia sta-
li. Opracowano modele syntezy optymalnego wektora sterowania. Adaptacja sterowania
dokonuje si¢ w zaleznosci od stadiow technologicznych topienia stali, ktore sa identy fi-
kowane za pomocg sieci neuronowe;.

Stowa kluczowe: piec tukowy do topienia stali. sie¢ neuronowa. uklad sterowania
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SYSTEMS USING CONVOLUTION INTEGRAL

Volodymyr Moroz
National University “Lviv's Politechnic™
Institute Power Encrgy and Control Systen
Bandera Str.. 120 Lviv-13. 79646, Ukraine.
e-mail: vmorozza polynet.lviv.ua

Summary. The method of the computer simulation of the electromechanical systems

using the recurrent equations based on the convolution integral approximations is pre-

sented in the paper.

Keywords: electromechanical system. computer simulation. convolution integral.
ordinary differential equation (ODE)

1. INTRODUCTION

The numeric methods for solving the ordinary differential equations (ODEs) are
used for the computer simulations of the electromechanical systems widely. There are
no problems to solve the systems of the ODEs with smooth or low varying solutions but
problems appear when solutions are complicated with the very fast components of the
process. The example to show these problems using well-known environment
MATLAB with Simulink can be found in [1] — the different methods give the different
results and automatic step control can't to improve this situation.

Different solutions obtained by means of different numeric methods intended for
solving ODEs with the automatic step control strategy were described in [2] also as
example for MATLAB ODEs suit (only for second-order system of equations!).

This phenomenon of ODEs solution using the numeric methods is the conse-
quence of their basic principle — all numeric methods for solving the ODEs approximate
the solution by the limited Taylor series that is suitable for continues smooth functions
only. As the result the modern electromechanical system with power pulse-width modu-
lation (PWM) can't be correct simulated using the traditional numeric methods because
their signals are interrupted (discontinues). Such problem can be solved using analytic
or integration-based methods some of which are based on the convolution integral [3].

2. FUNDAMENTALS

The proposed method based on the convolution integral approximation that pro-
duces simple but effective recurrent modelling equations [3]. [4]. Some problems can
be solved using presented approach:
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e Numerical stability — the theorem of the strong numeric stability of this formulas
was proved in [4];

e Simplicity of the obtained recurrent formulas — they are simple and comprehensible:

o Obtained equations are very effective — the operating step during the computer
simulation is imited by the Shannon's sampling theorem.

The proposed method is based on the two principles:

1) The modelling object's transient behaviour is defined and described by the one of

the common methods:

e system of ODEs:

o transfer function W(s);

» structured model etc,

and can be decomposed to the elementary dynamic blocks (1his method called us
the parallel decomposition).

2) The free input signal or excitation x(r) ot the modelled system is undefined symboli-
cally that's must be approximated by the polynomial x(r) using signal samplings.
This principle is used in z-transform on the basis of zero- and first-order approxima-
tion for the sampled signals [5].

The output (response) of the dynamic system can be described by the convolution

integral in the following form:

1
y()=yo)+ jx(‘c) w(f—1) dt,
0

where:
y(l) — output system response;
vo(r) — system response for nonzero initial conditions;
x(f) — system input or excitation:
w(t) — impulse response of the system. corresponds to the inverse Laplace

transform of the system transfer function W(s).
The system response for nonzero initial conditions yy(f) can be written it was
shown [3]:

i

Iz
> )'(()'/_]) s/

~1] s=! i=)
yo(n=L
0 A(s)
where:
L. - Laplace transform;
n  — system transfer function #{s) order;
vo' — " derivative of the v, (1)
=0
A(s) — polynomial denominator of the system transfer function #{(s):

a, — polynomial coefficients of the denominator 4(s).
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The final equation of the system response with the nonzero initial conditions is

n

"
—1 _
_.E ,V(()J )Zdi‘yl !

— iz '
/=1 / + J.x(‘c)wv(t—‘c) dt.

V()= L-!
A(s) 0

The main problem of the convolution integral calculation is the missing of the ana-
Iytic description of the input signal x(¢). because it is free of decision usually. For ex-
ample, the input of the actuator or controller in the closed automatic system is unknown
(undetermined) as the result there is no analytic description of the input x(¢) for convo-
lution integral calculation. This problem can be solved by the polynomial approxima-
tion of the sampled signal x (/).

There are two ways to create the polynomial approximation x(0):

1) the explicit rule that use current (index /") and previous samples of the data — only
this principle can be applied in the real-time systems;

2) the implicit rule that uses the next (index ~i+17) and the current and previous (when
are need) samples of the data — this principle may be apply for the computer simula-
tion because implicit equations can be solved by the analytic or numeric method.

There are simple examples below illustrate the basic of the polynomial approxima-
. o . - . . . *
tion: the coefficients of the first-order approximation polynomial x (/) =g -f+ay can
be finding with two samples as shown below.

From explicit rule:

Coefficients using samples x, ; and x, on the discrete time ¢, 1 £, can be finding from the

following set of equations:

u X, .
[ =X 0
— . |
I—Lll '/7+LIO =X,_1- ay :T'

From implicit rule:

Coefficients using samples x, and x,., on the discrete time ¢, i #,,, can be finding from the
other system of equations:

X0

A o

[ul-h+a() =X - [

X —X
dy =N, a ==

h

There are polynomials of any order can be build using those rules but their high
orders are not optimal for the signal reconstruction.

The analysis of the rational polynomial approximation order based on the classic
control theory which operate by the Bode's diagrams of the investigating system. So, we
can describe the polynomial as discrete filter and build discrete transter function for it.
The Bode analyse in such case is based on two rules:



20 Volodymyr Moroz

f141
e FEquation X, =— |x(#)dr corresponds to analvtic integration which Laplace trans-
q 1T p 3 < p
1i

.1 . oy e . N
form is — and Bode's diagram build from the frequency-based form L
s R0

N i+l
e Equation .X, =— .[ x (t)dr corresponds to integral of the approximation polyno-
h ;i
mial.

That’s polynomial approximation errors using Bode analyse is the result of the research
of the frequency errors between ideal integrator and its approximation by integration of

. * i
the polynomial x,, (1) =a,t" +. ..+ axt™ +ajl +ay:

-1

g, =X, - =% ]x(z)dt—-/];ljx*(z)dt: Ilf(x(l)—x*(l))dt,

]
h h

The high frequency for the Bode analysis depends on Shannon's sampling theorem
and it is twice lower than the sampling frequency . The operational frequency ® for
the most digital systems such as the computer models is lower than sampling frequency
wy ten times at least. The resulted Bode diagrams of the frequency errors of the poly-
nomial approximations relative ideal integration are shown on Figure 1 [3]. The rational
order of the polynomial approximation is not high than 3 but the 1™ order implicit ap-
proximation produces better result because it is simple without phase errors.

The whole system impulse response (/) has the Laplace transformation W{(s) that
can be decomposed on the poles and zeros using Heaviside theorem. So. the complete
convolution integral can be represented as the sum of the convolution integrals of the &
decomposed elementary parts:

W)= yy() + j\(r) w(l—1) cz’r—Z1UA(r)+Zj\(r) w((—T) dt.

k=1g

The real poles are the universal representation of the set of poles because zero pole
(integrator) is the particle occasion of the real pole for example and corresponds to or-
dinary differential equation. The pair of the complex poles can be represented as the
connection of the real and zero poles [5] that can be describe by the two first order dif-
ferential equations:

Vi=z
T2V 426N +y=x = { T, x—v

This way reduces accuracy slightly (¢hat can be compensated by simall step size
reducing) but simplifies obtained recurrent equations very much [5].
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! 1 -1

® _ PR A 1 ——

W)= yo () + fx (v) wr-1tdi=L ‘("L—S)+ f(ul THay)—e | odt=
; T-s+1) T
i 1! . -1
. X, = T
=y(0)-e ! +—J(—’ lrvx)e 1odn.
TSk

Let us replace ¢ by / and calculate integral on time distance ¢, <r </, ; we obtain the

explicit modelling recurrent formula after the simple algebra conversation:

~h —h —h

- T P
vor=yel +1-e” [x+ l—; l—e® |1 (x,=x,)-

Using the first order implicit polynomial approximation (the best choice for au-
thor view — see [3]) used for signal approximation x (¢) produces the other form of the
response:

T Ay Tos) ! R
Yl(f)zJ’o;(t)+jx (T)'wl(t—T)dr=L‘(ﬁ)—————b +J.(al-1:+a())-—e T dr=
o T-s+1 h T
Lo -1
R X - X Il
=1(0)-e / +—J.(¥T+x,)e rdr
T

As the result we obtain the implicit modelling recurrent formula:

B o -
Vi =x,e ! T TXe ! _;(xurl _x/)(l_e ! ).

Those formulas types (explicit and implicit) are using for computer simulation
based on traditional prediction-correction rules [2]

3. EXAMPLES

The proposed method was tested on the complicated electromechanical object as elec-
tric drive system that describe by the 10" order system of the nonlinear ODEs — this is
the 2-motor 3-mass electric drive system of the swing drive of the power mining shovel

Fig. 2. Nonlinearities of the ODE's system are:

¢ the saturation of the controllers;

e the static and dynamic nonlinearities of the thyristor exciter;
¢ magnetic saturation of the DC generator;

e air gaps in the mechanical part of the swing drive.

Simulation results for this model are shown in the Fig. 3 (electric drive voltage and
current) and Fig. 4 (the shaft torques).

Computer simulation time on the time interval 6 s for the proposed formula with
the fixed time step 10 ms (emulate discrete properties of the DC generator thyristor



o
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exciter) was 0.13 s using MATLAB environment on Intel Celeron-1400 processor and
over 25 s and more for the standard MATLAB functions for ODEs — ode23, ode45 and
odel13. The MATLAB functions for the stiff ODEs didn't work properly because gaps
were presented in the mechanical joints.

L Voltage Current
’ Controller Controller

O @@ &

500 o R A —
__________ generator VOltage L‘...l‘_,,...------.. s
o~
400 motors' current e
! > current

L, IVLL [A]

: HEAHE AV AT AT e shaft torque
600 AT VALVEVEVE 2O e 2" shaft torque -

is

Fig. 4. Shafts' torques [or swing drive of the power mining shovel.
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The root-mean-square (RMS) relative errors of the proposed formula weren't
higher than 1.65% for the torques, no more 0.86% for the motors' current and were less
than 0.27%% for the angular velocities comparing to any MATLAB numeric methods for
ODEs with 107 tolerance.

4. CONCLUSIONS

The proposed approach is suitable for various problems solution in the field of

electrical engineering. Main advantages of proposed method are:

e obtained modelling equations are numerically stable and don't dependent on the step
size:

e the proposed approach produce quit simple but effective equations that are suitable
for simulation of linear and nonlinear dynamic objects;

¢ the proposed method is suitable for the real-time computer simulation and produces
the effective recurrent modelling formulas with the good tolerance.
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SYMULACJA KOMPUTEROWA UKELEADU ELEKTROMECHANICZNEGO
7 WYKORZYSTANIEM CALKI SPLOTU

Streszczenie

W artykule przedstawiono metode symulacji komputerowej uktadu elektromecha-
nicznego z wykorzystaniem réwnan rekurencyjnych opartych na aproksymacji catki
splotu.

Stowa kluczowe: ukiad elektromechaniczny, symulacja komputerowa, catka splotu.
uktad rownan rézniczkowych



UNIWERSYTET TECHNOLOGICZNO-PRZYRODNICZY
IM. JANA [ JEDRZEJA SNIADECKICH W BYDGOSZCZY
ZESZYTY NAUKOWE NR 254
ELEKTROTECHNIKA 14 (2009), 25-36

THE RECOVERY METHOD FOR PROPER ENVELOPE COMPLEX
DISTORTIONAL AMPLITUDE MODULATED SIGNAL
BASED ON HILBERT TRANSFORM
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Summary: In this paper the definition of Hilbert transform and analytical repre-
sentation of the signal are presented. The method of determining the envelope of
amplitude modulated signals using Hilbert transform is defined. The article dis-
cusses the benefits of this method with the use of radio transmission. which are
affected by the interference from low frequency signals the source of which may
be a network of electricity . This subject is supported by specific examples.

Keywords: Hilbert transform. analytic signal. amplitude modulated signal. the

signal envelope

1. INTRODUCTION

In the transmission radio systems analogue and digital information have to be
modulated. Demodulated signal is sent in the form of high frequency electromagnetic
radio wave from a transmitter to a receiver where signal is demodulated and information
is recovered. Assuming that the carrier signal is purely cosine after modulation it can be
described as follows [1]:

s(6)=a(t)-cos(2- 7 f.(1)-t+ (1)) (N
where:
alt) — amplitude of signal.
f.(r) — frequency of signal.

¢(r) — phase of signal.

Depending on the identified parameters of the signal (1) changes over time, we can
distinguish the following types of modulation: the amplitude modulation where the
amplitude is modulated, the frequency modulation, if the frequency is modulated, and
the phase modulation if the phase is modulated.

One of the basic and frequently used types of modulation is amplitude modulation.
determined at a glance AM (Amplitude Modulation). which relies the changes of ampli-
tude of the signal during the prescribed pattern (1) with predetermined values of fre-
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quency /(r) and phases (p(t) this signal. However, it must be added that the simplicity

of the implementation of the amplitude modulation entails some disadvantages. such as
the lack of resistance to interference of various kinds. among which the impact of fow
frequency signals stemming from the electricity network can be distinguished. There-
fore. the discussed disturbances — distortions have an adverse effect on the modulated
signal, causing the modulating signal of low frequency around 50 Hz — the frequency of
electricity network in Poland. As the consequence of these distortions the faulty recep-
tion on the receiving side appears, which results in errors in transmission.

According to the definition and properties of the amplitude modulation, the modu-
lated signal (1) is a narrowband signal, because it satisfies the assumption that the base-
band of this signal is a small relative to the carrier frequency signal. Such
a complex analysis can be used for the representation of narrowband signals. With re-
spect to the modulated signal (1), after applying the formulas of trigonometric functions
of angles and determining the amount of unchanged in time frequency

folt) = fi =const we get:
s(ty=a(t)-cos(2-m f.-1+p(1))=
=a(t)-cos(p(r))-cos(2-7- . -t)+
~a(t)-sin(g(r))-sin(2-7- fo. 1) =
=x(1)-cos(2- - fo-1)=y(t)-sin(2-7 f. 1)
where:
x(t) and y(r) — the quadrature components of signal s(t). which using the pat-
tern (2) can be defined as x(t)= alt)- cos((p(t)) - the synphase component of sig-
nal s(t). »(t)= alt)-sin{glr)) — the quadrature component of signal s(t). Using
these components we can find the signal envelope:

=)= x{t)+ - ()= ale)-cos(plt))+ - alr)- sin{plt)) = ulr)-¢ (3)

While analyzing the modulated signal (1) it can be deduced that the complex car-
rier signal has the following form:

c(t)=cos(2- 7 f.-t)+ j-sin(2- 7 £, -t):ef'z'”ff’ (h

Making a composite complex carrier multiplication (4) and the envelope complex
(3) we obtain:

(1) =(1) =¥ La(r)-cos(p(1))+ j-alr) sin(o(0)) | =
:ej-lirfc,-f _a(l)‘ejw(r) - a([).e‘,-.(zﬂ. fot+oli)) _

= a(t){cos(z-mf;, t+o())+josin(2-7- £, -t+(p(t))}=
=a(t)-cos(2- 7 fo t+(1))+j-a(t)-sin(2-7 f.-t+(1))
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When comparing the formula (1) with the formula (5) a very important relation-
ship can be noticed, namely, that the modulated signal s(z) is the real part of the com-

posite multiplying complex carrier signal g(t) by the complex envelope =(¢):

s{r)=Relele)- =(0)] 6)

This analysis allows us to conclude that on the receiving side the received data can
be decoded successfully without errors. when we have to get complex envelope of
modulated signal. For this purpose, we use the Hilbert transform, which gives
a quadrature component, which is the imaginary part of the complex envelope of the
analyzed signal.

| would add that the application of Hilbert transform in signal processing can be
found in the literature following sources: Zielinski P. T.: Cvfrowe pr-etwarzanie syg-
natow. Od teorii do prakevki. WKL, Warszawa 2007, Wetula A.: Zustosowanie trans-
Jormatv Hilbertu do wyznaczania obwiedni zespolonej napied i pradow sieci elekiro-
energetveznej. AGH Krakdw, Oczeretko E., Borowska M., Laudanski M.: Przeksztatce-
nte Hilberta w preetwarzaniu sygnaléw i obrazéw biomedycznych. Uniwersytet w Bia-
tymstoku. Analyzing sources of literature I can say that I have examined the problem is
new, so devoted to him this publication.

2. DEFINITION AND PROPERTIES OF AMPLITUDE MODULATION

Assume that the carrier wave has the cosine character and is defined as follows:

c(t)y=U,, ~cos(2x fo1+¢.) (7)
where:
¢, — theamplitude of carrier wave;
/. = the frequency of carrier wave;
@. — the phase of carrier wave.

The changes of carrier wave are made according to parameters of modulating
wave, represented by the pattern:

m([):Umm'Cos(z'ﬂ'f;)z'['*_(pm) (8)
where:
m the amplitude of modulating wave:
m
Jm — the frequency of modulating wave;
@, — the phase of modulating wave.

Consequently, the instantaneous value of the amplitude modulated signal can be
described as follows:
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a(t)=U,,
( ' 'm Yo
cos (-’- T .f/n I+ Dy )

U
= ljrt‘ L l + L
i L’C
m

Using amplitude modulation parameters, such as the sensitivity of the amplitude

] +m(t)=U,

m +U’”m 'COS(2 AR EL N ) =

)

modulator and the ratio of modulation depth. the formula (9) can be expressed as follows:

“([) = UC,,, '(l +k, 'Um,,7 'COS<2 T f '[+(/7m)) = (10)

=U, (1+m-cos(2-7- £, 1+ @,))

where:

1 e .
= — the sensitivity of the amplitude modulator;

Cm

U
m= —'—"’—"— — the ratio of modulation depth.

Cm

Having the formula (1) the value of the instantaneous amplitude modulated signal,

described by formulas (9) and (10), we can describe the amplitude modulated carrier
signal:

s(t)=U,, (T+m-cos(2-7- f,-i+9,)) cos(2- 7 f. -1 +¢,) (rn

At this point it is worth mentioning that the envelope of amplitude modulated sig-

nal s(t) will have the same shape as the modulating signal m(r). if the following condi-
tions will be fulfilled [2]:

the amplitude of signal &, -m(t)=k, U, -cos(2-7- f, -1+, ) always has to be less
then one. so Vie R: lk” -m([)' <. This condition guarantees, that the function
1+k, -mlt)=1+k, U, -cos(2-7- f, - t+¢,) is always positive, therefore, the enve-
lope of modulated signal is described by pattern (9). It could be considered a variant,
when Jre R: Ikd -m([)' > 1, the carrier wave is overmodulated. and consequently the
reverse phase of the camrier wave at the points. where the function
I+k, -mit)=1+k, U, cos(2-m £, t+,) is  zero. However,  when
Jte R:‘kd -m(t)i:l then we have full modulation. An important suggestion is to
protect the relation between the envelope of the AM wave, and the modulation wave
all the time. That is why we have to select the appropriate value of the sensitivity of
the amplitude modulator. or an appropriate ratio of modulation depth — typical of its
value should be the range me (0,2;0,8), in the audio systems this value should be in
the range me (0,3;0.5)

the carrier frequency must be chosen in compliance with the transmission medium.
When considering radio transmission, we can conclude that by reducing the fre-
quency of the carrier signal frequency spectrum we can avoid the risk of overlapping
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between the transmitted signals. The frequency range of radio wave is from 3 Hz to
3 THz. so the proper choice of carrier frequency signal is a signal of high frequency.
The transmission of high frequency electromagnetic waves is simpler than low fre-
quency electromagnetic wave. Thus, a carrier wave frequency f, is much greater

(f >> f,). The AM modulation
bandwidth is defined as B =2 f . This means that the amplitude modulated signal

than that, which modulates the frequency f

is a narrowband signal.
MATHEMATICAL MODEL AND SIMULATION OF THE INFLUENCE

LOW FREQUENCY DISTORTION OF AMPLITUDE MODULATED
SIGNAL

(@S]

In this paper the influence of existing electromagnetic field induced by high volt-
age power lines is presented. For this purpose it is necessary to introduce the concept of
distortion low frequency signal, which must be understood as a purely cosine signal, the
frequency of which is approximately 50 Hz. The amplitude of this signal is low in rela-
tion to the amplitude modulated transmitted signal. In addition, it is worth mentioning
that, as in the case of the signal, which modulates the carrier phase, it may be zero, that
in case of distortion has not always phase have be zero, so we must take into considera-
tion its change over time. This distortion will result not only in overmodulation ampli-
tude of signal but also in the frequency of signal, still the frequency modulation is a
very slow process.

The analysis will be incorporated into a clean signal modulation cosine, but more
complex signals can be used too. An example of a complex signal may be an acoustic
signal, with a very complicated process of defining the shape of the color and intensity
of sound. This signal is the sum of multiple sinusoidal waveforms at fixed intervals. the
frequency and amplitude of which change over time.

Considering the assumptions above, for the purposes of simulation we can take the
following mathematical descriptions and determine the parameters of individual signals:
= carrier signal:

c(t)=U,, ~cos(2x- [, 1) (12)
where:
U, =200 mV.
. =10 kHz:
= modulating signal:
m(r):Um", 'Cos(z'”'f;ll'[) (13)
where:
L, =160 mV,

S =1 kHz:
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* amplitude modulated signal:

s(t)=(1+ku m(t))-c(r)=

. , (14
=U,, (1+ky Uy, -c0s(2-7- fy,1))-cos(2:7- f, 1)
where:
1 1 2
e 200-10
* Jow frequency distortion:
nlt)=U, -cos(2-z- f,-1+¢,(1)) (15)
where:
U, =80 mV,
/., =50 Hz,

go,,(t):%-cos(lﬂ'(l Hz)-r).

In accordance with the agreed objectives for the signals (12) and (13) can be ob-
tained from a graph of function (14) describing the signal amplitude modulated with the
envelope. It is a signal without low frequency distortion signal.

0'4

0,3

0,2

=
—

Ampituda [V]
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'
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Fig. 1. Amplitude modulated signal s(¢) with envelope

A form of modulated carrier signal shown in Fig. 1, is without distortion and fully
consistent with its mathematical description. In fact. transmitted signals are some obsta-
cles that may make overmodulation signal s([). According to this assumption it can be
stated that the modulated signal s(¢) will be the carrier signal, and the signal n(t) repre-

senting the distortion will be the modulating one. Therefore. the mathematical represen-
tation of this situation will be as follows:
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sp(0)=(1+k,, (1) n(0))-s(1) (16)

where:

ke, ()= — instantaneous amplitude sensitivity,
{ V‘/H A(I + /‘u ‘(”HI,” 'C()S(z : ”‘f}n f))

this parameter varies in time, be-
cause the amplitude of signal s(r)
varies in time.
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Fig. 2. Amplitude modulation signal with distortion n(r) and with evolve of amplitude modu-

lated signal s([)

In Figure 2, we can see that the modulated signal does not contain the envelope.
This confirms the correctness of the assumption that low frequency distortion has
a significant impact on the transmission of amplitude modulated signals. It is necessary
to develop appropriate methods for filtration in order to determine the correct carrier
signal without distortions, which can be easily decoded.
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Fig. 3. Amplitude modulated signal with distortion n([) and amplitude modulated signal with-

out distortion s([)
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4. DEFINITION, PROPERTIES AND APPLICATION OF HILBERT
TRANSFORM

Hilbert transformation is defined by the operation of integration, which represents
the signal studied in a different function. If the signal x(r) is real, then if there is the

Hilbert transform, it can be summarized as follows [1]:

1 T x(r)
Hix{t)r=y{t)=x(t)*h(t)=x(1)¥—=—- dr 17
O O el (7
where:
/7([)2L - impulse response filter, which gives moving phase about g in
-t 2
the whole frequency range;
* — convolution operation.

Knowing the Hilbert transform of a signal x(l) can be determined composite ana-
Iytical directly related to it. Its form is as follows:

() =x()+j-vl1) :,\‘(f)+j-H{x(f)} =x{0)+ j-x(1)*h(r) (18)

Using the Euler's identity to the pattern (18) we obtain a generalized form of the
instantaneous amplitude and instantaneous phase of the composite signal :(r). They are

as follows:
a(r)=|=(0)) = x> () +»* (1) = \/xz ()+(H{x())) =\/x3 (O)+(x(0)*h(0))* (19

mz(¢ ' ¥ [x(t)ne
(1) = arclg[ :{ezgl;] = arczg(—ig—f;] = arclg[ Hi(f;)}j = apdgL(v—\).([/)(_)J (20)

where:
a(t) — a generalized form of the instantaneous amplitude;

o(t) — a generalized form of the instantaneous phase.

Based on these considerations, we can define the following Hilbert transform

properties:

= jt is carried out in the time domain, this is the same area where the test signal is
presented;

= the shape of the imaginary component y{r) of the analytical signal =(¢) is uniquely
determined by the actual shape of the real component x{¢) and vice versa;

* based on the analytical signal z(¢) the instantaneous amplitude alt) and instantane-
ous phase ¢(r) can be defined;

* the analytical signal can be called the complex envelop, the knowledge
of which allows us to reconstruct easily the signal with the modulated signal. This
property is apparent from the pattern (5).
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5. DETECTION OF MODULATED SIGNALS, AND DISTORTIONAL
SIGNALS

As assumed in this paper low frequency distortion has a significant influence on
the modulated signal. describes this relationship (16), as illustrated on Figure 2 and
Figure 3 Therefore, it is necessary to remove the disorder of the signal described by
formula (13) which is described by formula (16) to obtain a valid modulated signal (14).
To do this, we perform the following operations on a received signal:
= the appointment of Hilbert transform and the complex envelope of the received

signal s,(¢) is described by formula (16):

ey

ku ' UL‘,” 'Um,” '+]‘o €os (2 T o T) $€Os (2 T e T)

=7

dr+
/4

—00

.
T

dr—

*]" cos(2-7- f,,-7)-cos(¢, (7))-cos(2-7- £, 7)

-7

—co

dr

U, -Tsin(}fr-./‘,’, -7)-sin(g, (7))-cos(2-7- f, - T)
T t—1

It can be noted that the Hilbert transform described by (21) is the sum of four Hil-
bert transformations to be examined individually [3]. In order to determine the pattern
we are interested in describing the Hilbert transform distortional received modulated
signal. Hilbert transform to the designated individual components contained in the for-
mula (21) will be used instead of as Fourier transform (22) and (23) and the method of
projections (24) and (25).

U. *cos(2m f.-t U,
Cm_ J ( Jc )Jr: ] sin(2-7- fo 1) (22)
T -7 r
ky Ue, Up,, T cos(2-7- f,, -7)-cos(2-7- f. 1) e
/4 -7
—oo (23)

Uy
=Lt i (2 fy, 1) -sin(2- 7 o)
y/a
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b”m : ) )
+4—-51n[2-7r<2'-(/,7—.fc)_(/’n(f)}'"

7T

U}'I
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(25)

Correctness of the solutions envisaged (24) and (25) was confirmed in a numerical
way. Aggregation of results presented in patterns (22), (23), (24) and (25) can identify
the Hilbert transform the received signal on the basis of its complex envelope. Based on

the formula:

5, (1) =Re[ (1), (1)] (26)
where:
s(e) — complex carrier signal. which is a modulated signal
without distortion;
2, (r)=s5,(t)+j-»(t) — complex envelope:
s,,(l) — signal received;

you can specify the carrier signal that interests us s(r). The algorithm of proposed

method is shown on Figure 4.
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Fig. 4. T'he algorithm of proposed method

6. CONCLUSIONS

= the proposed method significantly improves the possibility of amplitude modulation,
and thereby increases the area of application;

= it is indicated how the analysis of the received signal containing the distortion can
easily eliminate them. Thanks to the demodulation we can use simple demodulation
svstems. for example. a peak detector;

* the correctness of the proposed algorithm shows the results in Table 1.

Table 1. Comparative table of the results of theoretical and obtained based on
the proposed method

s(t) V] cos(glr)) afe) VI s(e) (V]
7[s] theorctical calculated calculated calculated
values values valuces valucs

0.00000 (0.36000 0.99907 0.41657 0.36000
0.00005 -0.35217 —0.99900 0.40825 -0.35168
0.00010 0.32944 0.99883 0.38465 0.32809
0.00013 —0.29403 -0.99854 0.34840 —0.29183
0.00020 0.24944 0.99801 0.30295 0.24638
0.00025 —0.20000 —0.99706 0.25270 —0.19613
0.00030 0.13036 (.99329 0.20230 0.14594
0.00035 —0.10595 —0.99198 0.15723 —0.10067
0.00040 0.07056 0.98614 0.12127 0.06470
0.00045 —0.04783 -0.97817 0.09800 —0.04144
0.00050 0.04000 0.97310 0.08943 0.03286
0.00055 ~0.04783 -0.97623 0.09612 —0.03953
0.00060 0.07036 0.98378 0.11743 0.06086
0.00063 —0.10393 —.99007 0.15138 —0.09481
0.00070 0.13056 0.99388 0.19462 0.13803
0.00075 —.20000 —0.993599 0.24277 —0.18621
0.00080 0.24944 0.99716 0.29099 0.23443
(1.00083 —0.29403 —0.99781 0.33442 —0.27785
0.00090 0.32944 0.99817 0.36866 0.31209
0.00093 —0.35217 —0.99834 0.39025 —0.33369
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